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Disclaimer: 

All tuning information stated in this guide is only for orientation, every modification has to be tested 

and its impact should be monitored and analyzed. Before implementing any of the tuning settings, it 

is recommended to carry out end to end performance testing that will also include to obtain baseline 

performance data for the default configurations, make incremental changes to the tuning settings and 

then collect performance data. Otherwise it may worse the system performance. 
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INTRODUCTION 

This document is written for people who monitor performance and tune the 

components in an EPM/BI environment. It is assumed that readers know server 

administration and hardware performance tuning fundamentals, web servers, java 

application servers and database. 

 

1.0 PERFORMANCE OVERVIEW 
This chapter discusses performance and tuning concepts for Oracle EPM. This 

chapter contains the following sections: 

 

 1.1  Introduction to Oracle® EPM System Performance 

 1.2  Performance Terminology 

 1.3  Understanding Key Performance Drivers  

 

1.1  Introduction to Oracle® EPM System Performance 
To maximize Oracle® EPM System performance, you need to monitor, analyze, and 

tune all the components. This guide describes the tools that you can use to monitor 

performance and the techniques for optimizing the performance of Oracle® EPM 

System components, for example Financial Management, Essbase, Reporting and 

Analysis and Planning. 

 

1.2  Performance Terminology 
This guide uses the following performance terminologies: 

 Scalability 

o System's ability to perform within specification under increasing 

user load, data load and hardware expansion. 

 Latency 

o Time between the issuing of a request and the time when the work 

actually begins on the request. 

 Think time 

o The time a real user pauses to think between actions. 

 Resource utilization  

o A consumption metric, for example, the percent of CPU usage. 

 Response time 

o A time metric, for example round-trip time it takes the server to 

deliver a Web page. 
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 Throughput 

o A rate metric (requests per unit of time), for example, requests per 

second, bits per second. For example, if an application can handle 

20 customer requests simultaneously and each request takes one 

second to process, this site has a potential throughput of 20 

requests per second. 

 

1.3  Understanding Key Performance Drivers 
To optimize your deployment, you must understand the elements that influence 

performance and scalability. A factor that dictates performance is called a key 

performance driver. Knowing how the drivers behave in combination further 

enhances your ability to deploy Oracle EPM system optimally, based on the unique 

requirements of each deployment. 

 

- Hardware Capacity - Factors such as number of servers, quantity and speed 

of processors, available RAM, network speed etc. 

 

- Technical Platforms Tuning ɬ Fine tuning other third party software 

required for installing and running Oracle EPM products; for example: 

relational databases, Java application servers, Web servers, Server / Client 

Operating System and browsers. 

 

- Business Application Design - Application design is an important factor in 

system performance i.e. structure, size, and use of product features in 

ËÌÚÐÎÕÐÕÎɯÈ××ÓÐÊÈÛÐÖÕÚɀɯËÈÛÈÉÈÚÌÚȮɯÙÌ×ÖÙÛÚȮɯ6ÌÉɯËÈÛÈɯÌÕÛÙàɯÍÖÙÔÚȮɯcalculations 

and consolidations. 

 

- Business process usage - Activities carried out by users in the normal flow of 

your business cycle. 

o Business process usage has three components: 

Á User activityɭActivities available to users for data load or data 

entry, database processing (consolidations, copy, clear, and so on), 

and reporting and analysis. 

 

Á Rate of user activity ɬ A number of transactions executed by one 

user per one hour. 

 

Á User concurrencyɭNumber of users for each activity being carried 

out simultaneously. 
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2.0 TOP TUNING RECOMMENDATIONS FOR EPM SYSTEM 
Performance tuning Oracle® EPM system is a complex and iterative process. To get 

you started, we have created a list of recommendations to help you optimize your 

Oracle® EPM system performance.  

 

This chapter includes the following sections that provide a quick start for 

performance tuning Oracle® EPM products. Note these performance tuning 

techniques are applicable to nearly all Oracle® EPM products such as Financial PM 

Applications, Essbase, Reporting and Foundation services. 

 

 2.1  Tune Operating Systems parameters. 

 2.2  Tune Oracle WebLogic Server (WLS) parameters. 

 2.3 Tune 64bit Java Virtual Machines (JVM). 

2.4 Tune 32bit Java Virtual Machines (JVM). 

 2.5  Tune HTTP Server parameters. 

 2.6  Tune HTTP Server Compression / Caching. 

 2.7 Tune Oracle Database Parameters. 

 2.8  Tune Reporting And Analysis Framework (RAF) Services.  

 

Note:  While the list in each of the above stated section is a useful tool in starting 

your performance tuning, it is not meant to be comprehensive list of areas to tune. 

You must monitor and track specific performance issues within your EPM/BI 

application to understand where tuning can improve performance. See 

"Performance Monitoring EPM/BI System" for more information. 
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2.1 Tune Operating Systems parameters 
Proper OS tuning might improves system performance by preventing the occurrence 

of error conditions. Operating system error conditions always degrade performance. 

The following sections describe issues related to operating system performance: 

 

2.1.1 Linux Tuning Parameters 

This topic describes how to tune the Linux operating system to optimize the 

performance of your Oracle® EPM System. 

 
Parameter Default Value Suggested Value 

tcp_fin_timeout 

By reducing the value of this entry, TCP/IP can release 

closed connections faster, providing more resources for new 

connections. 

 

Consult your Linux (OEL / RHEL / SLES) documentation for 

more information on how to permanently change the value 

for this parameter. 

60 30 

File descriptors (open files)  

If the value set for this parameter is too low, a file open 

error, memory allocation failure, or connection 

establishment error might be displayed. 

 

Important Note: When you increase the soft limit, make 

sure to increase the hard limit as well. The hard limit is the 

maximum value which can be reached before the user gets 

the error messages Out of file handles. 
 

Consult your Linux (OEL / RHEL / SLES) documentation for 

more information on how to permanently change the value 

for this parameter. 

1024 4096 (32 bit) 

8192 (64 bit) 

Backlog connections queue (tcp_max_syn_backlog) 

When the server is heavily loaded or has many clients with 

bad connections with high latency, it can result in an 

increase in half-open connections.  

 

Consult your Linux (OEL / RHEL / SLES) documentation for 

more information on how to permanently change the value 

for this parameter. 

1024 4096 

 

For more information about Linux tuning, you should consult your Linux 

documentation. Note the above TCP/kernel tunable parameters and their 

corresponding values are provided as examples and rough guidelines only. You can 

re-adjust these and other parameters based on actual system load, usage patterns 

such as the number of concurrent users and sessions and so on. 
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2.1.2 Windows Tuning Parameters 

This topic describes how to tune the Windows 2008 operating system to optimize 

the performance of your Oracle® EPM System. 
Parameter Default 

Value 

Suggested Value 

MaxUserPort 

Under heavy loads it may be necessary to adjust the 

MaxUserPort. This parameter determines the availability of 

user ports requested by an EPM application e.g. SmartView, 

Planning etc. 

Tip: By default, the start port is 49152, and the default end 

port is 65535, this means there are 16383 usable dynamic 

ports. *Use ÛÏÌɯÍÖÓÓÖÞÐÕÎɯɁÕÌÛÚÏɂɯÊÖÔÔÈÕËɯÛÖɯÊÖÕÍÐÎÜÙÌɯÚÛÈÙÛɯ

port and the range: 

netsh int ipv4 set dynamicport tcp start=1025 num=64508 

Important Note: If you are using firewalls to restrict traffic on 

your internal network you will need to update the 

configuration of those firewalls to compensate for the new 

port range. You can view the current dynamic port range on 

ÛÏÌɯÚÌÙÝÌÙɯÉàɯÜÚÐÕÎɯÛÏÌɯÍÖÓÓÖÞÐÕÎɯɁÕÌÛÚÏɂɯÊÖÔÔÈÕËȯ  

netsh int ipv4 show dynamicport tcp 

16383 65532 

Receive Window Auto-Tuning Level 

Windows Server 2008 has a TCP window scaling feature. The 

operating system can adjust the TCP receive window size to 

maximize the network performance. However, some old 

routers, firewalls and operating systems that are incompatible 

with the window scaling feature may cause slow data transfer 

or lost of connectivity. 

At the command prompt, run the following command: 

netsh interface tcp show global 

The default value for the autoTuningLevel parameter is listed 

as Receive Window Auto-Tuning Level: 

 
Important Note: In Windows 2008 SP1/SP2, If you try to 

disabled (auto-tuning) and then again set it to normal, then it 

is strongly recommended to read MS KB article: 

http://support.microsoft.com/kb/967224 

normal If your user experience 

slow network 

performance (e.g. 

server sends data very 

slowly or drops the 

data completely) then 

only disable the TCP 

window scaling feature 

on Windows Server 

2008.  

 

Set the power option setting to "High performance" 

With High Performance power scheme, processors are always 

locked at the highest performance state. Refer to below 

section 2.1.2.1 for performance benchmark on two power 

plans. Important Note: For more details, read MS KB article: 

http://support.microsoft.com/kb/2207548 
Tip: How-to change a power plan: 

1. Under Control Panel click on Power Options.  

Balanced High Performance 

http://support.microsoft.com/kb/967224
http://support.microsoft.com/kb/2207548
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2. Choose the ɁHi gh Performanceɂ option  

3. Close the Power Option window.  

 

 

2.1.2.1 Performance benchmark using ɁBalancedɂ ÝÌÙÚÜÚɯɁ'ÐÎÏɯ/ÌÙÍÖÙÔÈÕÊÌɂ 

HFM consolidation test showed 25% performance improvement when using the 

"High Performance" power plan versus the "Balanced" (default) power plan. Note on 

HFM application / database servers it has been observed CPU core down-clocking 

from 2.66GHz to 1.5GHz. This means that ɁBalancedɂ power management is in 

effect on the Xeon processor, which has lowered its clock speed to save power.  

With High Performance power plan option, on HFM application 

server it is observed that processors are always locked at the 

highest performance state at the cost of high energy consumption.
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Note: With High Performance power plans "Turbo Boost" is enabled on all Intel processors and it 

also turns off core parking feature (in Windows 2008 R2).
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2.1.3 Windows 2003 Tuning Parameters 

This topic describes how to tune the Windows 2003 operating system to optimize 

the performance of your Oracle® EPM System. 

Parameter Default Value Suggested Value 

TcpTimedWaitDelay 

This parameter controls the amount of time the OS waits to 

reclaim a port after an application closes a TCP connection, 

has a default value of 4 minutes. During a heavy users load, 

these limits may be exceeded resulting in an address in use: 

connect exception. 

Tip: In registry set this parameter using following: 

HKLM\System\CurrentControlSet\Services\Tcpip\Parameters 

Value: TcpTimedWaitDelay  

Value Type:  dword 

Data:  30 (decimal) 

240 30 

MaxUserPort 

The number of user-accessible ephemeral ports that can be 

used to source outbound connections is configurable using 

this parameter. 

Tip: In registry set this parameter using following: 

HKLM\System\CurrentControlSet\Services\Tcpip\Parameters 

Value: MaxUserPort 

Value Type: dword 

Data: 65534 (decimal) 

5000 65534 

Tune Windows 2003 (x86 32 bit) /3GB switch 

Important Note: Using only the /3GB switch allocates 1 GB to the kernel and 3 GB to the User-mode 

space. Therefore it is strongly recommended to implement following settings when /3GB switch is 

applied, in order to make sure Essbase, HFM and Windows stability: 

1. Using a range of memory for the /userva=xxxx switch that is within the range of 2900 to 3030 . 

The following sample boot.ini file demonstrates how to use the new switch to tune a server to 

allocate 2,900 MB of User-mode virtual memory and 1,196 MB of Kernel-mode virtual memory. 

This increases the available kernel space by 172 MB:  

[boot loader] 

timeout=30 

default=multi(0)disk(0)rdisk(0)partition(1)\WINDOWS 

[operating systems] 

multi(0)disk(0)rdisk(0)partition(1)\WINDOWS="Windows Server 2003, Enterprise" /fastdetect 

/NoExecute=OptOut /3GB /Userva=2900 

 

2. Increase the SystemPages in registry: The setting being updated controls the allocable memory 

for the operational system caches, file caches among others, and the value being set will tell 

Windows to calculate the value itself on the side of the maximum allocable resources. 
HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Control\Session Manager\Memory Management 

Open the Data: SystemPages 

Enter its new value (hex): FFFFFFFF 

 

3. After applying above settings, reboot the server. 
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2.1.4 AIX Tuning Parameters 

This topic describes how to tune the AIX (5.3 / 6.1) operating system to optimize the 

performance of your Oracle® EPM System. 

 
Parameter Default Value Suggested Value 

tcp_timewait 

By reducing the value of this entry, TCP/IP can 

release closed connections faster, providing more 

resources for new connections. 
Tip: Set using command no -r -o tcp_timewait=1 

 

1 1 

tcp_keepidle 

KeepAlive packet ensures that a connection stays in 

an active/ESTABLISHED state. 
Tip: Set using command no -r -o tcp_keepidle=600 

14400  

 (2 hours) 

600  

(5 minutes) 

tcp_keepintvl 

Specifies the interval between packets that are sent to 

validate the connection. 
Tip: Set using command no -r -o tcp_keepintvl=10 

150 10 

tcp_keepinit  

Specifies the initial timeout value for TCP 

connection. 
Tip: Set using command no -r -o tcp_keepinit=40 

150 40 

Listen Backlog 

Increase this to handle peak incoming connection 

rates under heavy load. 
Tip: Set using command no -r -o somaxconn=8192 

1024 8192 

Socket send buffer size 
Tip: Set using command no -r -o tcp_sendspace=16384 

16384 For optimal value for 

your Ethernet adapter, 

consult IBM support. 

Socket receive buffer size 
Tip: Set using command no -r -o tcp_recvspace=16384 

16384 

 

For optimal value for 

your Ethernet adapter, 

consult IBM support. 

User Limit Parameter 

It is highly recommended to apply the following values to set for user limits when running Essbase 

(x64bit) Server on a 64-bit AIX platform. Tip: ulimit -a command displays all the ulimit limits.  

time (seconds) Default unlimited 

file (blocks) Default unlimited 

data (kbytes) Default unlimited 

stack (kbytes) Default unlimited on 64-bit 

and 64 MB on 32-bit. 

memory (kbytes) Default unlimited 

coredump (blocks) Default unlimited 

nofiles (descriptors) 

Important Note: In majority of deployments Essbase 

does not need too many files to be open. It is pure 

waste of resources.  

Default 8192 on 64 bit and 

4096 on 32 bit. 
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SPINLOOPTIME controls the number of times the 

system will retry a busy lock before yielding to 

another process. The default value is 40. This should 

be increased to 500 or higher because a busy lock 

retry is inexpensive compared to the alternative. Use 

the tprof command to determine if the check_lock 

routine has high CPU usage. If it does, you can 

increase the value even more. 

 

 

- SPINLOOPTIME=40 

 

-SPINLOOPTIME=500 

MALLOCOPTIONS 

This environment variable enables the use of 

multiple memory heaps. In a highly threaded 

environment (e.g. Essbase), many threads can 

request memory at the same time. With only one 

heap, these requests can serialize and create wait 

situations. With this variable, multiple heaps are 

generated that are used to serve memory-allocations 

requests and reduce memory-allocation latency 

 

Tip: Malloc multiheap is not enabled by default. It is 

enabled and configured by setting the 

MALLOCOPTIONS environment variable. To enable 

malloc multiheap with the default settings, set 

MALLOCOPTIONS=multiheap in Essbase startup 

environment file. 

Default multiheap:16 

 

%ÖÙɯÔÖÙÌɯÐÕÍÖÙÔÈÛÐÖÕɯÈÉÖÜÛɯ (7ɯÛÜÕÐÕÎȮɯàÖÜɯÚÏÖÜÓËɯÊÖÕÚÜÓÛɯàÖÜÙɯ (7ɯÝÌÕËÖÙɀÚɯ

documentation. Note the above TCP/kernel tunable parameters and their 

corresponding values are provided as examples and rough guidelines only. You can 

adjust these and other parameters based on actual system load, usage patterns such 

as the number of concurrent users and sessions and so on. 

 

Important Note to remember for Essbase only: In some cases for AIX 5.3/6.1 the default 

Virtual Memory Manager (VMM) settings are not optimal for an Essbase environment. 

Common symptoms include high paging, high system CPU time and slow overall system 

throughput. Therefore in this scenario, it is recommended to lower maxperm/maxclient to get 

good performance. 
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2.1.5 Oracle Sun Solaris Tuning Parameters 

This topic describes how to tune the Solaris operating system to optimize the 

performance of your Oracle® EPM System. Note: Solaris default network tuning 

parameters should be sufficient in most cases. For heavy, network centric 

workloads, iÛɀÚɯ ÈÓÞÈàÚɯ ÉÌÚÛɯ ×ÙÈÊÛÐÊÌɯ ÛÖɯ ÐÕÊÙÌÈÚÌɯ ÛÏÌɯ ÚÐáÌɯ ÖÍɯ ÒÌàɯ 3"/-related 

parameters to improve system performance and reduce dropped connections. 

 
Parameter Default Value Suggested Value 

File descriptors (nofiles) 

Important Note: On any box that hosts an Oracle 

HTTP Server / WebLogic Server / Essbase server it is 

recommended to increase nofiles (descriptors) to 

optimal value. On Solaris this means setting the 

ɁÙÓÐÔɍÍËɍÊÜÙɂ in the /etc/system file and rebooting the 

box. 

 

Please make sure to check your operating system 

documentation and release notes; there are some 

negative performance implications on some older 

versions of Solaris if you set these numbers too high.  

Tip: The syntax for adjusting this parameter in the 

/etc/system file is shown below: 

set rlim_fd_cur=16384 

256 16384 

tcp_time_wait_interval 

It is recommended to reduce this setting to 60,000 

milliseconds, or 1 minute; this is the default value starting 

in Solaris 9/10. By reducing the value of this entry, 

TCP/IP can release closed connections faster, providing 

more resources for new connections.  

Tip: The command Ɂnetstat - a | grep TIME_WAIT | wc - l ò 

will count all of the TCP connections that are in the 

TIME_WAIT state. As this number approaches the 

maximum number of file descriptors per process, your 

È××ÓÐÊÈÛÐÖÕɀÚɯ ÛÏÙÖÜÎÏ×ÜÛɯ ÞÐÓÓɯ ÚÜÍÍÌÙɯ ËÙÈÔÈÛÐÊɯ

degradations because new connection requests may 

ÏÈÝÌɯÛÖɯÞÈÐÛɯÍÖÙɯÈɯÍÙÌÌɯÚ×ÈÊÌɯÐÕɯÛÏÌɯÈ××ÓÐÊÈÛÐÖÕɀÚɯÍÐÓÌɯ

descriptor table. Tip: Set using command: 

ndd -set /dev/tcp tcp_time_wait_interval 30000 

60000 

 

30000 

tcp_xmit_hiwat 

The tcp_xmit_hiwat and tcp_recv_hiwat parameters 

control the default size of the send window and receive 

window for each TCP connection. On very fast 

networks, you should make sure that the values are set 

to at least 32K. By default, Solaris 9 changes the default 

settings for both parameters to 48K. 

49152 This parameter is calculated 

based on the network 

bandwidth and latency. You 

could follow this rule to 

calculate: 

 <numbers of bits per second> * 

<roundtrip latency> * 8 

[bits/byte] 
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tcp_recv_hiwat 

The tcp_xmit_hiwat and tcp_recv_hiwat parameters 

control the default size of the send window and receive 

window for each TCP connection, respectively. On 

very fast networks, you should make sure that the 

values are set to at least 32K. By default, Solaris 9 

changes the default settings for both parameters to 

48K. 

 

49152 This parameter is calculated 

based on the network 

bandwidth and latency. You 

could follow this rule to 

calculate: 

 <numbers of bits per second> * 

<roundtrip latency> * 8 

[bits/byte] 

tcp_conn_hash_size (Solaris 9) / ipcl_conn_hash_size 

(Solaris 10) 

This parameter controls the size of a hash table that 

ÏÌÓ×ÚɯØÜÐÊÒÓàɯÓÖÊÈÛÌɯÛÏÌɯ3"/ɯÚÖÊÒÌÛɀÚɯËÈÛÈɯÚÛÙÜÊÛÜÙÌɯÐÕɯ

the kernel. If the size is too small, it will result in long 

hash chains in each bucket that force the operating 

system into a linear search for the socket entry of 

interest, and performance will suffer accordingly.  

512 (in Solaris 9) 

0 (in Solaris 10) 

1024 (in Solaris 9) 

In Solaris 10, the default 

value of 0 means that the 

system automatically 

sizes an appropriate 

value for this parameter 

at boot time, depending 

on the available 

memory. 

 

Connection backlog  

This parameter controls the maximum allowable 

number of completed connections waiting to return 

from an accept call (that have completed the three-way 

TCP connection handshake). You should increase this 

parameter only if you notice that your system is 

dropping connections.  

 

Increase these values if you do see non-zero values for 

tcpListenDrop in the output for the following 

command: 

netstat ïs | fgrep ïi listendrop  

Increase the values in steps of 256 starting from the 

default value  
 

Tip: Set using commands:  

ndd -set /dev/tcp tcp_conn_req_max_q  1024  

ndd -set /dev/tcp tcp_conn_req_max_q0 4096  
 

128 (max_q) 

1024 (max_q0)  

1024 (max_q) 

4096 (max_q0)  

 

Important Note: It is important to keep systems up to date with Solaris patches 

because the patches provide fixes for security vulnerabilities, performance, and 

other improvements of the OS. Certain patches specifically target the Java platform, which 

benefits WebLogic Server in regards to performance and functionalities. 
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2.2 Tune Oracle WebLogic Server (WLS) parameters 
This topic describes how to tune the WebLogic Server to optimize the performance 

of your Oracle® EPM System. 

2.2.1 Tuning JDBC Data Sources 

You can improve EPM system performance and stability by properly configuring 

the attributes in JDBC data sources in your EPMSystem domain. 

2.2.1.1 Increase the Number of Connection Pool 

If EPM data sources are running out of connections to the relational database then 

you need to set the maximum number of connections to high value for the following 

EPM data sources: 

Important Note:  Reason why the default value initial  and maximum capacity size 

are set to lower value because it is important to protect database resources. So make 

sure you have enough resources on the database server (available memory is a constraint). If 

you increase initial / maximum capacity to very high value, you may exceed the limit of 

PROCESSES / OPEN_CURSORS on Oracle database server. 

EPM Data Source Name Default Value Suggested Value 

EPMSystemRegistry 

 

Initial Capacity: 1 

Maximum Capacity: 150 

Initial Capacity: 10* 

Maximum Capacity: 150 

*Note: Each managed server target to 

EPMSystemRegistry data source creates 

1 pool on start-up. Ensure you have 

enough Oracle processes; refer to Oracle 

Database Tuning section of this guide. 

raframework_datasource Initial Capacity: 1 

Maximum Capacity: 15 

Initial Capacity: 1 

Maximum Capacity: 150 

planning_datasource Initial Capacity: 1 

Maximum Capacity: 15 

Initial Capacity: 1 

Maximum Capacity: 150 

financialclose_datasource (FCM) Initial Capacity: 1 

Maximum Capacity: 30 

Initial Capacity: 1 

Maximum Capacity: 150 

eas_datasource (Essbase Admin 

Services) 

Initial Capacity: 1 

Maximum Capacity: 15 

Initial Capacity: 1 

Maximum Capacity: 30 

calc_datasource (CalcMgr) Initial Capacity: 1 

Maximum Capacity: 15 

Initial Capacity: 1 

Maximum Capacity: 30 

profitability_datasource (Profitability) Initial Capacity: 1 

Maximum Capacity: 15 

Initial Capacity: 1 

Maximum Capacity: 30 

hps_datasource (HpsAlerter, 

HpsWebReports) 

Initial Capacity: 1 

Maximum Capacity: 15 

Initial Capacity: 1 

Maximum Capacity: 30 

discman_datasource 

(DisclosureManagement) 

Initial Capacity: 1 

Maximum Capacity: 15 

Initial Capacity: 1 

Maximum Capacity: 30 

aif_datasource (ErpIntegrator) Initial Capacity: 1 

Maximum Capacity: 120 

Initial Capacity: 1 

Maximum Capacity: 200 

Important Note: You need to determine the optimal value for the Initial and Maximum 

Capacity as part of your pre-production performance testing. Once optimal values are 
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determined then set the value of Initial Capacity equal to the value for Maximum 

Capacity in order to boost performance of JDBC in WebLogic Server web 

applications. 

Tip: Here is the example on how to size open cursors value on Oracle database, if 

you have a data source with 150 connections deployed on 2 servers and if you use 

default Statement Cache Size 10, you may open 3000 (150 x 2 x 10) cursors on your 

database server for the cached statements. You can increase the open cursors limit in 

Oracle database server. 2ÌÌɯÚÌÊÛÐÖÕɯɁ3ÜÕÌɯ.ÙÈÊÓÌɯ#ÈÛÈÉÈÚÌɯ/ÈÙÈÔÌÛÌÙÚɂɯÐÕɯÛÏÐÚɯÎÜÐËÌȭ 

Tip:  To increase this value: 

1. Log in to the WebLogic Server administration console. 

2. Select your data source ȹÍÖÙɯÌßÈÔ×ÓÌɯɁEPMSystemRegistryɂȺ, and then click on 

Connection Pool tab, and then Maximum Capacity. 

 

Tip: Monitor the EPM data source connections from Console (Deployments-

>Monitoring->JDBC) i.e. Ɂ ÊÛÐÝÌɯ"ÖÕÕÌÊÛÐÖÕÚɯ"ÖÜÕÛɂ and if ɁÞÈÐÛɯÍÖÙɯÊÖÕÕÌÊÛÐÖÕÚɂ has a 

greater than 0 value then increase the pool size. 
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2.2.1.2 Tune the Statement Cache size 

Reusing prepared and callable statements reduces the round trip to the database 

resulting in lower CPU usage on the database server hence improving performance 

for the current statement and leaving CPU cycles for other tasks.  

If you are using Oracle database i.e. Ɂ.ÙÈÊÓÌɯ)#!"ɯËÙÐÝÌÙɂ then it is recommended to 

set the following data sources statement cache size to 0 in order to disable the 

WebLogic Server cache. Oracle JDBC driver does use a lot of memory in its 

Prepared/Callable statements, so if the WebLogic Server pool is configured to cache 

too many statements, this takes lots of heap memory space. If the heap memory 

utilization is too high then you can configure the pool to not cache statements (set 

the cache size to zero for following data sources). 

EPM Data Source Name Default Value Suggested Value* 

EPMSystemRegistry 10 0 

raframework_datasource 10 0 

planning_datasource 10 0 

financialclose_datasource (FCM) 10 0 

eas_datasource (Essbase Admin Services) 10 0 

calc_datasource (CalcMgr) 10 0 

profitability_datasource (Profitability) 10 0 

hps_datasource (HpsAlerter, HpsWebReports) 10 0 

discman_datasource (DisclosureManagement) 10 0 

aif_datasource (ErpIntegrator) 10 0 

*The above setting to 0 is Oracle-specific. Most other JDBC drivers do not have any such sort of high memory 

usage issue. If need be statement caching can be set at driver level. The latest Oracle JDBC 11.2 driver versions 

allow this, and will permit significant memory savings by sharing/reclaiming memory if set at the driver level. 

Important Note: If you are using SQL Server Database then use the default value 10 

and ËÌÛÌÙÔÐÕÌɯÛÏÌɯÖ×ÛÐÔÈÓɯÝÈÓÜÌɯÍÖÙɯÛÏÌɯɁStatement Cache Sizeɂ as part of your pre-

production performance testing.  

2.2.2 Tune Connection Backlog Buffering 

Tune the number of connection requests that a WebLogic Server instance will accept 

before refusing additional requests. The Accept Backlog parameter specifies how 

many Transmission Control Protocol (TCP) connections can be buffered in a wait 

queue. 

Important Note: In WebLogic Server 10.3.x, it is not required to increase Accept 

Backlog as default listen thread Accept Backlog value is increased to 300 which is a 

better default value. 

2.2.3 Stuck thread detection behavior Tuning 

WebLogic Server automatically detects when a thread in an execute queue becomes 

ɁÚÛÜÊÒȭɂ Because a stuck thread cannot complete its current work or accept new 

work, the server logs a message each time it diagnoses a stuck thread.  
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 Some operations (for example, long running large FR / WA reports, Database / 

Essbase call, computation loop inside an application) can get into an infinite 

loop. This can cause the thread to be stuck with that operation for whatever time 

it takes to complete that operation. 

 Performance of the server can degrade significantly if many such threads get 

stuck. 

Tip: Changing the stuck threads values will only change the detection of stuck 

threads. This does not mean that there are no stuck threads any more. Only the 

reporting is changing. Meaning how long usually a specific operation should take in 

an EPM application. If such an operation takes longer than 600 seconds then you 

should increase the stuck thread value to a higher one to prevent the reporting of a 

stuck thread. The performance is not impacted or controlled through the stuck 

thread detection. WebLogic Server will not "delete" or "kill" a thread in case it 

becomes stuck.  

Use the below Stuck Threads suggested settings as a starting point, and then, after 

careful testing of your long running transactions, adjust as needed. 

EPM Managed Servers Default Value Suggested Value 

Planning server Stuck Thread Max Time=600 

Stuck Thread Timer Interval=60 

Stuck Thread Max Time=1200 

Stuck Thread Timer Interval=1200 

Foundation Services server Stuck Thread Max Time=600 

Stuck Thread Timer Interval=60 

Stuck Thread Max Time=1200 

Stuck Thread Timer Interval=1200 

EPMA Web & DataSync 

server 

Stuck Thread Max Time=600 

Stuck Thread Timer Interval=60 

Stuck Thread Max Time=1200 

Stuck Thread Timer Interval=1200 

Financial Reporting server Stuck Thread Max Time=600 

Stuck Thread Timer Interval=60 

Stuck Thread Max Time=1200 

Stuck Thread Timer Interval=1200 

Web Analysis server Stuck Thread Max Time=600 

Stuck Thread Timer Interval=60 

Stuck Thread Max Time=1200 

Stuck Thread Timer Interval=1200 

Provider Services server Stuck Thread Max Time=600 

Stuck Thread Timer Interval=60 

Stuck Thread Max Time=1200 

Stuck Thread Timer Interval=1200 

Profitability and Cost 

Management server 

Stuck Thread Max Time=600 

Stuck Thread Timer Interval=60 

Stuck Thread Max Time=1200 

Stuck Thread Timer Interval=1200 

Essbase Administration 

Services 

Stuck Thread Max Time=600 

Stuck Thread Timer Interval=60 

Stuck Thread Max Time=1200 

Stuck Thread Timer Interval=1200 

RA Framework Web Stuck Thread Max Time=600 

Stuck Thread Timer Interval=60 

Stuck Thread Max Time=1200 

Stuck Thread Timer Interval=1200 

Calc Mgr Stuck Thread Max Time=600 

Stuck Thread Timer Interval=60 

Stuck Thread Max Time=1200 

Stuck Thread Timer Interval=1200 

ErpIntegrator Stuck Thread Max Time=600 

Stuck Thread Timer Interval=60 

Stuck Thread Max Time=1200 

Stuck Thread Timer Interval=1200 

FM Web Services Stuck Thread Max Time=600 

Stuck Thread Timer Interval=60 

Stuck Thread Max Time=1200 

Stuck Thread Timer Interval=1200 
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Tip: To configure stuck thread detection behavior, click on each EPM Managed 

Server and then click on Tuning tab: 

2.2.4 Enable Native IO Performance Pack 

Performance can be improved by enabling native IO in production mode. WebLogic 

Server benchmarks show major performance improvements when native 

performance packs are used on machines that host Oracle WebLogic Server 

instances.  

Important Note:  Always enable native I/O, if available, and check for errors at 

startup to make sure it is being initialed properly. 

Tip: The use of NATIVE performance packs are enabled by default in the 

configuration shipped with your distribution. You can use the Administration 

Console to verify that performance packs are enabled by clicking on each managed 

server and click on Tuning tab.  

2.2.5 Increasing JVM Size of Admin Server 

In order to make sure successful deployments of several EPM web applications. It is 

highly recommended to tune the Admin Server java heap size.  

 

Tip: JVM size of Admin server can be increased by changing Xmx and Xms values in 

setDomainEnv.cmd | .sh,  which is located in $MW_HOME/user_projects/domains/<Domain>/bin 

Depending up on type of JVM used make the changes in following block in 

setDomainEnv.cmd | .sh file. Below is the example on how to change the value of 

XMS and XMX of 64 Bit JRockit to 1024 and 2048 and also declare support for larger 

heap size parameter. 
 

set XMS_SUN_64BIT=256 

set XMS_SUN_32BIT=256 

set XMX_SUN_64BIT=512 

set XMX_SUN_32BIT=512 

set XMS_JROCKIT_64BIT=1024 

set XMS_JROCKIT_32BIT=256 

set XMX_JROCKIT_64BIT=2048 

@REM Declare new switch to support large r heap size for 64bit 

set COMPRESSED_REF=32 

set XMX_JROCKIT_32BIT=512 

 
if "%JAVA_VENDOR%"=="Oracle" ( 

 set CUSTOM_MEM_ARGS_64BIT=-Xms%XMS_JROCKIT_64BIT%m -Xmx%XMX_JROCKIT_64BIT%m -

XXcompressedRefs:size=%COMPRESSED_REF%GB 

 set CUSTOM_MEM_ARGS_32BIT=-Xms%XMS_JROCKIT_32BIT%m -Xmx%XMX_JROCKIT_32BIT%m 

) else ( 

 set CUSTOM_MEM_ARGS_64BIT=-Xms%XMS_SUN_64BIT%m -Xmx%XMX_SUN_64BIT%m 

 set CUSTOM_MEM_ARGS_32BIT=-Xms%XMS_SUN_32BIT%m -Xmx%XMX_SUN_32BIT%m 

)
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2.3 Tune 64bit Java Virtual Machines (JVM) 
Newly deployed web application server instances use default memory heap 

settings, which are often too small to accommodate EPM System 64bit requirements. 

Optimal JVM settings can be determined only by close monitoring of application 

server performance under peak realistic load. 

2.3.1 Tuning 64bit JRockit JVM 

In JRockit JVM (R28), the heap grows faster than before. The JVM also ensures that 

the heap size grows up to the maximum Java heap size (-Xmx) before an 

OutofMemory error is thrown. In addition, the default value of the -Xmx option is 

changed from 1 GB to 3 GB on 64-bit OS. Note the JRockit JVM auto shrinks the heap if it 

is unused or if other applications require more physical memory. 

This table lists the memory setting, the suggested value (depending on available 

physical memory on each server), and the Oracle JRockit Java argument: 

Setting Suggested Value Java Argument* 

Minimum heap 

 

1536 MB -Xms1536m 

Maximum heap 

 

1536 MB -Xmx1536m 

For SOA, increase the size of 

Compressed References to resolve native 

OutOfMemory (OOM) error.  

Tip: This can be done for other EPM web 

components besides the SOA, only if you 

encounter a native OutOfMemory error 

despite memory being available. 

 

32 GB -XXcompressedRefs:size=32GB 

Thread-local areas (TLA) is used for 

object allocation. This option (-XXtlaSize) 

can be used to tune the size of the 

thread-local areas.  

Important Note: Only apply this setting if 

àÖÜɯÚÌÌɯɁjava.lang.OutOfMemoryError: getNewTlaɂɯ

error in web app logs.  You may also need to 

consider increasing the physical memory on 

server to permanently resolve the 

ɁÎÌÛ-ÌÞ3ÓÈɂɯÌÙÙÖÙɯÖÊÊÜÙÙÌÕÊÌÚȭ 

 

min=4k 

preferred=64k 

-XXtlasize:min=4k,preferred=64k 

Note: It is recommended to use the default garbage collection mode i.e. -Xgc:throughput. Also 

large heap reduces the garbage collection frequency and fragmentation, improving the throughput 

of the application; however, a large heap increases the memory footprint of the Java process. 
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*Warning: Make sure you have enough physical memory allocated / available on 

servers (deployed with several EPM 64bit web applications) and then use the 

above settings as a starting point, and after load testing, adjust as needed. For a 

stable / an even performance over time, you should set the initial heap size (-Xms) to 

the same value as the maximum heap size (-Xmx).  

2.3.1.1 Common JRockit JVM issues seen with EPM web components: 

 Startup Times Take Longer When Using JRockit JVM Versus Sun JVM: The 

Oracle JRockit JVM is by default optimized for server use, which means that the 

startup times can be longer in favor of high performance as soon as the 

application is up and running.  Moreover, as the application runs, the JRockit 

JVM optimizes frequently called methods, improving the performance further. 

 When you run the JRockit JVM on a 64-bit system with a heap size less than 4 

GB, if native OutOfMemory errors occurs despite memory being available only 

then add the parameter -XXcompressedRefs:size=32GB in JVM startup options to 

enable heap to grow up to 32 GB heap (practical limit of 25 GB). This will fix the 

issue native OutOfMemory errors. Moreover heap size still be restricted till the 

limits defined using -Xmx only benefit would be your heap will get the 

capability to grow beyond 4 GB up to 25 GB due to increase in size of pointer to 

32 bit address. 

 On Solaris SPARC, due to the way classblock memory is reserved, Oracle JRockit 

(R28) might occasionally run out of memory when a large number of classes are 

loaded (in the order of 100000).  

Workaround: The default value of -XX:MaxClassBlockMemory=50 MB, and a 

reasonable value is around 75 MB. 

 By design Oracle JRockit will often use more memory than Sun JVM because 

JRockit compiles everything and is optimized for being a server-side JVM. So if 

your customer have limited resources (i.e. CPU, memory) then it is 

recommended to experiment with switching to the Sun JVM which should save 

some system resources, but customer really should consider to do a performance 

tuning and sizing exercise, and determine if they have sufficient memory ɤɯ"/4ɀÚɯ

to support their requirements. 

2.3.1.2  One - JVM (64bit) vs. Two - JVMs (64bit) on 64bit OS 

With a 64bit JVM on 64bit OS, the limitation on Java heap size goes away. In this 

section, carried out experiments in lab by using a 64bit JVM on 64bit OS and found 

20% improvement in performance when using multiple JVM instances. This 

improvement came from the reduction in the time spent in GC, significant reduction 
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in lock contention along with other factors such as more efficient use of the CPU 

shared cache and memory. 

In tests ran on Windows 2008 R2 64bit OS, used a 3 GB heap for the 1-JVM setup and 

a 1.5 GB heap for each of the 2-JVM setups. Note: Foundation Services, Financial 

Reporting and Planning were used in JVM tests. 
 

Test 1: 64bit JVMs on Windows 2008 R2 (64bit) 

Performance Counters One-JVM 
(-Xmx = 3000m) 

Two-JVMs 
(-Xmx=1536m for each JVM) 

CPU usage 12% 19% 

Average GC Pause Time (ms)  778.216 ms 400 ms 

Average Heap Memory Usage Size  1.20 GB 700 MB 
 

Since the total thread counts are the same for both configurations, the two JVMs 

configuration has more threads available i.e. ready to run. To better understand this 

behavior, locking data was captured using JRockit Mission Control (jrmc).  

Below table shows the locks used by Java code for the one JVM vs. two JVMs: With 

this lock data, the reason for the performance improvement going from one JVM to 

two JVMs becomes clear. By using two JVMs, with the same total combined thread count 

as the one JVM case, observed a big reduction in the number of Ɂ%ÈÛɯ"ÖÕÛÌÕËÌËɂ locks used 

by the Java code.  

Tables: Comparing 1 instance vs. 2 instances Java locks on 64bit OS 
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Important Note: Locks can become points of contention, preventing threads from 

executing at the same time. The result is that the JVM cannot scale to use all 

available CPU. In above JVM profiling tests, noticed a significant drop in number of 

locks used by the JVM for GC / other program related activities by moving to two 

JVMs. Therefore it is highly recommended to create two instances only (per server) 

for 64 bit JVM each with maximum heap set to 1.5 GB. 

2.3.2 Tuning 64bit Sun JVM 

This table lists the memory setting, the suggested valueȮɯ ÈÕËɯ ÛÏÌɯ 2ÜÕɀÚɯ )ÈÝÈɯ

argument: 

 Setting Suggested Value Java Argument* 

Minimum heap 

 

1536 MB -Xms1536m 

Maximum heap 

 

1536 MB -Xmx1536m 

Minimum permanent generation heap 

 

256 MB -XX:PermSize=256m 

Maximum permanent generation heap 

 

256 MB -XX:MaxPermSize=256m 

Minimum young generation size 

 

512 MB -XX:NewSize=512m 

Maximum young generation size 

 

512 MB -XX:MaxNewSize=512m 

 
*Warning: Make sure you have enough physical memory allocated / available on 

servers (deployed with several EPM 64bit web applications) and then use the 

above settings as a starting point, and after load testing, adjust as needed. For a 

stable / an even performance over time, you should set the initial heap size (-Xms) to 

the same value as the maximum heap size (-Xmx).  
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2.4 Tune 32bit Java Virtual Machines (JVM) 
Newly created application server instances use default memory settings, which are 

often too small to accommodate EPM System requirements. For 32bit JVM in order 

to allocate a heap of more than 1024 MB, you need to use a 64bit JVM in order to 

allocate more than 1024 MB of maximum heap. 2ÌÌɯÚÌÊÛÐÖÕɯɁTune 64bit Java Virtual 

Machines (JVM)ɂɯÐÕɯÛÏÐÚɯÎÜÐËÌȭ 

2.4.1 Tuning 32bit JRockit JVM 

This table lists the memory setting, the suggested value, and the Oracle JRockit Java 

argument: 

Setting Suggested Value Java Argument 

Minimum heap 1024 MB -Xms1024m 

Maximum heap 1024 MB -Xmx1024m 

 

Important Note: By setting minimum heap size = maximum heap size gives you a 

controlled environment where you get a good heap size right from the start and also 

to minimize minor/major garbage collections. 

Important Note: By default, JRockit JVM uses the dynamic garbage collection 

strategy to optimize for throughput. For EPM component, it is not recommended to 

change to other available dynamic strategies. 

 

2.4.2 Tuning 32bit Sun JVM 

3ÏÐÚɯ ÛÈÉÓÌɯ ÓÐÚÛÚɯ ÛÏÌɯ ÔÌÔÖÙàɯ ÚÌÛÛÐÕÎȮɯ ÛÏÌɯ ÚÜÎÎÌÚÛÌËɯ ÝÈÓÜÌȮɯ ÈÕËɯ ÛÏÌɯ 2ÜÕɀÚɯ )ÈÝÈɯ

argument: 

 Setting Suggested Value Java Argument 

Minimum heap 1024 MB -Xms1024m 

Maximum heap 1024 MB -Xmx1024m 

Minimum permanent generation heap 128 MB -XX:PermSize=128m 

Maximum permanent generation heap 256 MB -XX:MaxPermSize=256m 

 

Important Note: By setting minimum heap size = maximum heap size gives you a 

controlled environment where you get a good heap size right from the start and also 

to minimize minor/major garbage collections.  

Important Note: Also for application servers that use Sun's Java Virtual Machine 

(JVM), make sure that the size of the permanent generation heap must be increased 

(as stated in above table). When the permanent area of the heap is too small, the JVM 

will do a full garbage collection of the entire heap before resizing the permanent 

area. 2ÖɯÈÓÞÈàÚɯÚÌÛɯÛÏÌɯɁ/ÌÙÔ2ÐáÌɂɯÉÐÎɯÌÕÖÜÎÏɯÍÖÙɯ$/,ɤ!(ɯÈ××ÓÐÊÈÛÐÖÕɯÛÖɯÙÜÕɯÊÖÔÍÖÙÛÈÉÓàȭ 
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2.5 Tune HTTP Server parameters 
This topic describes how to tune the HTTP server to optimize the performance of your Oracle® EPM System. 

 

2.5.1 IIS 7.0+ HTTP Server Tuning 

 
Parameters Default Value Suggested Value 

Disable ɁIdle Time-out  ȹÔÐÕÜÛÌÚȺɂɯ

setting for all the EPM Application 

Pools. 

 

Tip: In IIS manager, on Application Pool 

page, selection an application pool and 

then cÓÐÊÒɯÖÕɯɁ ËÝÈÕÊÌËɯ2ÌÛÛÐÕÎÚɯɯȭȭȭɂɯto 

set this configuration. 

20 0 

Disable Ɂ1ÌÎÜÓÈÙɯ 3ÐÔÌɯ (ÕÛÌÙÝÈÓɯ

ȹÔÐÕÜÛÌÚȺɂ setting for all the EPM 

Application Pools. 

 

Tip: On the Application Pools page, 

select an application pool, and then click 

Recycling in the Actions pane and 

deselect this option. 

1740 0 

minBytesPerSecond property 

 

Tip: If ɁTimer_MinBytesPerSecondɂ error 

message noted in httperr1.log file on the 

IIS server. It is recommended to reduce 

or disable the minBytesPerSecond 

property in IIS 7.0+ to prevent a slow 

client connection from being closed 

prematurely. 

240 50 
 
How-To: 
Navigate to Path: C:\Windows\System32\Inetsrv\ , Run the Command:  
appcmd.exe set config -section:system.applicationHost/webLimits /minBytesPerSecond:"50" /commit:apphost 

 

Connection Timeout 

Tip: In order to avoid random 

disconnections for remote users, it is 

recommended to increase this value. 

120 7,200 
 

How-To: 
Navigate to Path: C:\Windows\System32\Inetsrv\, Run the Command: 
appcmd.exe set config -section:system.applicationHost/sites "/[name='Default Web Site'].limits.connectionTimeout:02:00:00" /commit:apphost 
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Tune the following memory limits for 

all the EPM (64bit)  Application Pools: 

Private Memory Limit (KB) 

Virtual Memory Limit (KB) 

 

Tune the following memory limits for 

all the EPM (32bit)  Application Pools: 

Private Memory Limit (KB) 

Virtual Memory Limit (KB) 

 

Important Note: It is recommended to 

set no memory limits (0) only for 64bit 

IIS. Only force memory limits for 32bit IIS.  

Tip: On the Application Pools page, 

select an application pool, and then click 

Recycling in the Actions pane and 

deselect all the options. 

 

 

 

= Default 

= Default 

 

 

 

= Default 

= Default 

 

 

 

= 0 

= 0 

 

 

 

= 1048576 

= 1572864 

ASP Session Timeout (hfm) 

Tip: Set to longer than the longest consol. 

 

20 360 

ASP Response Buffering Limit (hfm) 

To allow Downloads e.g. Data Extracts 

and avoid truncated files. 

 

4194304 1073741824  

which equates to 1GB 

maxAllowedContentLength (hfm) 

 

In HFM, during loading of the files if 

you see error ɁHTTP Error 404.13 - Not 

FoundɂɯÛÏÌÕɯÐÕÊÙÌÈÚÌɯÛÏÐÚɯÝÈÓÜÌȭ 

30 MB 1073741824  

which equates to 1GB 

 
How-To: 
Navigate to Path: C:\Windows\System32\Inetsrv\, Run the Command: 
appcmd set config "Default Web Site/hfm" /section:system.webServer/security/requestfiltering /requestlimits.maxallowedcontentlength:1073741824 

Note: You may need to further increase this value depending on the total size of all the HFM files. 

 

Important Note:  Use the above suggested settings as a starting point, and then, after careful testing, adjust as needed. To avoid potential 

performance issues, values for IIS 7.0+ parameters should be set only after considering the nature of the workload and the system capacity 

(i.e. CPU and memory). 
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2.5.2 Oracle HTTP Server (ohs) Tuning  

Oracle HTTP Server uses directives in httpd.conf file. The directives for each Multi-

Processing Module (MPM) type are defined in the 

MIDDLEWARE_HOME/user_projects/epmsystem1/httpConfig/ohs/config/OHS/ohs_component/httpd.conf file. The default 

MPM type is Worker MPM. 

Parameters Default Value Suggested Value 

MaxKeepAliveRequests 100 0 

KeepAliveTimeout 5 15 

KeepAlive On On 

Timeout 300 6000 

# WinNT MPM (this MPM is for Windows Only 

<IfModule mpm_winnt_module> 

    ThreadsPerChild 

    ListenBackLog 

    MaxRequestsPerChild  

</IfModule> 

 

 

 

= 512 

= 511 

= 0 

 

 

= 1048 

= 1000 

= 0 

#worker MPM (by default OHS use multithreaded mode in 

UNIX) 

<IfModule mpm_worker_module> 

 StartServers          

 MaxClients 

 ListenBackLog 

 MinSpareThreads      

 MaxSpareThreads      

 ThreadsPerChild  

 MaxRequestsPerChild 

AcceptMutex fcntl 

 LockFile "${ORACLE_INSTANCE}/diagnostics/logs/${COMPONENT_TYPE}/${COMPONENT_NAME}/http_lock" 

</IfModule> 

 

 

 

 

= 2 

= 512 

= 511 

= 25 

= 75 

= 64 

= 0 

 

 

 

= 2 

= 1024 

= 1000 

= 25 

= 75 

= 64 

= 0 

SSLSessionCache  

1. Open ssl.conf and find SSLSessionCache. It will be a line like: 

       SSLSessionCache    
ɆÚÏÔÊÉȯȜȽ.1 "+$ɍ(-23 -"$ȾɤËÐÈÎÕÖÚÛÐÊÚɤÓÖÎÚɤȜȽ".,/.-$-3ɍ38/$ȾɤȜȽ".,/.-$-3ɍ- ,$ȾɤÚÚÓɍÚÊÈÊÏÌȹƙƕƖƔƔƔȺɁ 

 

2. Update SSLSessionCache as follows: 

        SSLSessionCache none  

 

Important Note: Use the above suggested settings as a starting point, and then, after 

careful testing, adjust as needed. To avoid potential performance issues, values for 

OHS parameters should be set only after considering the nature of the workload and 

the system capacity (i.e. CPU and memory). 



                                       27 

2.6 Tune HTTP Server Compression / Caching 
Why use Web Server Compression / Caching for Oracle® EPM products?  

1. Bandwidth Savings: Enabling HTTP compression can have a dramatic 

improvement on the latency of responses, while improving the throughput 

capacity of the system. By compressing static files and dynamic application 

responses, it will significantly reduce the remote (high latency) user response 

time. 

2. Improves request/response latency: Caching components (i.e. images, js and css) 

provide an accurate control of every cache in the proxy chain including the 

browser's one. Such an accurate use of the cache makes it possible to suppress 

the payload of the HTTP reply using the 304 status code. Minimizing round trips 

over the Web to revalidate cached items can make a huge difference in browser 

page load times. 

 

Important  Note: For only LAN based usage of Oracle EPM applications, it is not 

recommended to enable compression / caching for HTTP servers. Therefore it is only 

recommended to enable compression / caching when Oracle® EPM applications are used 

over the WAN and remote users are accessing from high latency remote locations. Once 

compression is enabled in http server, it is strongly recommended to conduct series of tests 

with multiple concurrent users in test environment and during the test it is important to 

evaluate how much of CPU is typically being utilization for http server.   

 

Pre-requisites: 

Before you enable HTTP compression on Web Server, it is highly recommended that 

you review and implement the Ɂ/ÙÌ×ÈÙÐÕÎɯ6ÌÉɯ!ÙÖÞÚÌÙÚɂ requirements stated on 

page 65 in installation start guide at: 
http://download.oracle.com/docs/cd/E17236_01/epm.1112/epm_install_start_here_11121.pdf 

 

Tip: Performance issues with Internet Explorer (IE) 7.0 / 8.0: Processing of Planning 

large web forms tests showed that the built-in IE page rendering engine is slower in 

IE 7.0 / IE 8.0 browsers.  Whereas in Firefox 3.5.x tests, the performance of Planning 

web forms processing are much faster than IE 8 / 7. 

Workaround: Implement the following recommendations to optimize Internet 

Explorer 7.0 / 8.0; see below MS KB articles at: 

 Ɂ'ÖÞɯÛÖɯÖ×ÛÐÔÐáÌɯ(ÕÛÌÙÕÌÛɯ$ß×ÓÖÙÌÙɂɯǿɯɯhttp://support.microsoft.com/kb/936213 

 ñIE to download more than two files at one timeò > http://support.microsoft.com/kb/282402 

 ñIE slow performance or frequent freezeò >  http://support.microsoft.com/kb/555942 

 ñTune IE timeout valuesò > http://support.microsoft.com/kb/813827 

http://support.microsoft.com/kb/936213
http://support.microsoft.com/kb/282402
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2.6.0.1 Web Server Compression Flow 

To better understand compression flow, below are the possible compression enabled 

scenarios that shows handling of compressed http requests / responses on Oracle 

and IIS web server. 

 

Scenario 1 ɬ Compression enabled on Oracle HTTP server (ohs) level: 

 

HTTPVPN (WAN)HTTP

Oracle (ohs) :19000

IIS
HFM:80

WebLogic Server
Reporting and Analysis Web:45000

           Foundations Services:28080

           Planning:8300

Compression Layer

(gzip, deflate)

IE / Firefox

Decompression Layer

(gizp, deflate)

Web Browser Rendering

Sending all compressed HTTP Responses to clients from 
Oracle port 19000

 

 

Scenario 2 ɬ Compression enabled on IIS HTTP server level: 

 

HTTPVPN (WAN)HTTP

IIS  : 80

HFM App Server

WebLogic Server
Reporting and Analysis Web:45000

           Foundations Services:28080

           Planning*:8300

Compression Layer

(gzip, deflate)

IE / Firefox

Decompression Layer

(gizp, deflate)

Web Browser Rendering

Sending all compressed HTTP Responses to clients from IIS 
port 80

*To apply Planning compresison, refer to Planning section for details
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2.6.1 Oracle HTTP Server (ohs) 

This topic describes how to enable compression in Oracle HTTP Server of your 

Oracle® EPM System.  

Tip: The module named "mod_deflate.so" that can compress outgoing data is now added in 

current Oracle HTTP Server release included in Oracle Fusion Middleware platform.  

a. How to Enable Compression 

1. "ÙÌÈÛÌɯÍÐÓÌɯɁËÌÍÓÈÛÌȭÊÖÕÍɂɯÈÕËɯÊÖ×àɯȫɯ×ÈÚÛÌɯÛÏÌɯÍÖÓÓÖÞÐÕÎɯÓÐÕÌÚɯÐÕɯÛÏÐÚɯÍÐÓÌȯ 
<Location /> 
  <IfModule mod_deflate.c> 
  SetOutputFilter DEFLATE 
  #Don't compress images 
   SetEnvIfNoCase Request_URI \ 
   \.(?:gif|jpe?g|png)$ no-gzip dont-vary 
 
 #Don't compress PDFs,doc,ppt,xls 

SetEnvIfNoCase Request_URI \.(?:pdf|doc?x|ppt?x|xls?x)$ no-gzip dont-vary 
 
 #Don't compress compressed file formats 

SetEnvIfNoCase Request_URI \.(?:7z|bz|bzip|gz|gzip|ngzip|rar|tgz|zip)$ no-gzip dont-vary 
 

    <IfModule mod_headers.c> 
      Header append Vary User-Agent 
    </IfModule> 
  </IfModule> 
</Location> 
 
#check whether compression ratio is working as expected 
<IfModule mod_log_config.c> 
  <IfModule mod_deflate.c> 
    DeflateFilterNote Input instream  
    DeflateFilterNote Output outstream  
    DeflateFilterNote Ratio ratio  
    LogFormat '"%r" %{outstream}n/%{instream}n (%{ratio}n%%)' deflate 
    CustomLog "|${ORACLE_HOME}/ohs/bin/odl_rotatelogs 
${ORACLE_INSTANCE}/diagnostics/logs/OHS/ohs_component/deflate 43200" deflate 
 </IfModule> 
</IfModule> 

 

#Important Note:   ÉÖÝÌɯɁËÌÍÓÈÛÌȭÓÖÎɂɯÊÈÕɯÎÙÖÞɯÓÈÙÎÌɯÐÕɯÚÐáÌɯÜÕËÌÙɯÏÐÎÏɯÜÚÌÙÚɯÓÖÈËȭɯ+ÖÎÎÐÕÎɯ

#degrades performance because of the (possibly significant for large file) I/O overhead. Therefore it is 

#recommended to disable the generation of deflate log. To disable this log, comment the section 

#ɁǾ(Í,ÖËÜÓÌɯÔÖËɍÓÖÎɍÊÖÕÍÐÎȭÊǿɂ. 

 

 

2. "Ö×àɯɁËÌÍÓÈÛÌȭÊÖÕÍɂɯÍÐÓÌɯÛÖɯÛÏÌɯɁÖÏÚɍÊÖÔ×ÖÕÌÕÛɂ folder of the OHS folder 
(path: MIDDLEWARE_HOME/user_projects/epmsystem1/httpConfig/ohs/config/OHS/ohs_component/) 

 

3. Enable mod_deflate module, to do this add the following to ɁÏÛÛ×ËȭÊÖÕÍɂɯ 

(path:MIDDLEWARE_HOME/user_projects/epmsystem1/httpConfig/ohs/config/OHS/ohs_component/) file: 
 
LoadModule deflate_module "${ORACLE_HOME}/ohs/modules/mod_deflate.so" 
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4. Add the following line to Ɂhttpd.confɂ file after LoadModule lines: 
 
Include /Oracle/Middleware/user_projects/epmsystem1/httpConfig/ohs/config/OHS/ohs_component/deflate.conf 

 

Important Note: In UNIX deployment, ensure the above path is correct and 

update accordingly. 
 

 

5. Save the changes in ɁÏÛÛ×ËȭÊÖÕÍɂɯand Restart the Oracle HTTP Server (ohs). 
 

 

6. To check that compression is enabled, open Ɂdeflateɂɯ ÍÐÓÌ at 
${ORACLE_INSTANCE}/httpConfig/ohs/diagnostics/logs/OHS/ohs_component 

 

Tip: In above steps the default EPM Oracle instance location is used i.e. 

Ɂ,(##+$6 1$ɍ'.,$ɤÜÚÌÙɍ×ÙÖÑÌÊÛÚɤÌ×ÔÚàÚÛÌÔƕɂ. Use your EPM Oracle instance 

location in case if it is different. 

 

Tip:  ÍÛÌÙɯÈ××ÓàÐÕÎɯÈÓÓɯÛÏÌɯÈÉÖÝÌɯÚÛÌ×ÚȮɯÐÍɯ.'2ɯÚÌÙÝÌÙɯÐÚÕɀÛɯÚÛÈÙÛÐÕÎɯÛÏÌÕɯ×ls verify all 

the paths (e.g. modules) are valid 

 

For details about all directives in mod_deflate, see at 

http://httpd.apache.org/docs/2.2/mod/mod_deflate.html . 

 

 

http://httpd.apache.org/docs/2.2/mod/mod_deflate.html
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b. Performance Gain Test (Oracle HTTP Server) 

The test with/without HTTP compression enabled was conducted in internal lab to 

measure the transactions response time / throughput for Workspace / Planning web 

applications. 

Below table summarizes the performance improvement for Workspace / Planning 

transactions over a 1 Mbps bandwidth link for one remote user (ran with multiple 

iterations for 30 minutes). 

*Note: The large web form size used in testing does not represent the real world situation. The form is much larger than 

Planning users can realistically work with. It is only used to test the maximum strength of compression ratio in OHS. 

Below tables shows the total response bytes (by Content-Type) for above Workspace / 

Planning web transactions with and without HTTP compression. 

Content-Type 
Non-Compressed 

(Before) 

Compressed 

(After) 

application/x-javascript:  2,679,163 Bytes 507,839 Bytes 

text/css:  523,365 Bytes 58,591 Bytes 

text/xml: 307,959 Bytes 59,420 Bytes 

~headers: 136,104 Bytes 141,638 Bytes 

text/html (Web Form): 17,624,524 Bytes 1,264,910 Bytes 

image/png: 24,628 Bytes 20,891 Bytes 

text/javascript: 2,602 Bytes 555 Bytes 

image/gif 193,873 Bytes 193,321 Bytes 

image/jpeg: 18,651 Bytes 18,651 Bytes 

image/x-icon:  4,150 Bytes 805 Bytes 

text/plain: 134 Bytes 60 Bytes 

text/x-json: 75,835 Bytes 5,897 Bytes 
 

Note: Testing was done using single Oracle HTTP server with an Oracle Sun Solaris SPARC 4*1.2 dual core box and 16 GB RAM. In 

remote user machine testing was done using Internet Explorer 7.0 (IE cache was disabled) on Windows XP. 

Transaction Name 

Average time 

(in sec) 

Average time 

(in sec) 
% Improvement 

Before 

(Non-Compressed) 

After 

(Compressed) 

Workspace Logon page 56 25 55% 

Workspace Home page 49 32 35% 

Open Planning application 18 10 44% 

*Open Planning very large web 

form (approx 50,000 cells).  

590 200 66% 

Workspace Log off 7 5 29% 

Total Throughput (bytes) 

(Total generated network traffic) 

21,587,996 2,272,578 89% 

Average Network Delay (ms) 400 408 - 

Packet Loss % 0 0 - 
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2.6.2 IIS 7.0+ HTTP Server 

This topic describes how to enable compression and caching of your Oracle® EPM System. 

Tip: IIS 7.0+ involves a new configuration system. The metabase.xml is no longer used. Now in IIS 7.0 compression settings 

are configurable from IIS Manager or via ɁÈppcmd.exeɂ or using the Configuration Editor. 

a. How to Enable Compression: 

1. HTTP Compression should be enabled on the site level as performance may hindered if enabled globally. Use below 

commands to enable compression at the individual site (i.e. for HFM and Workspace).  

Tip: Run the following command line options to enable static / dynamic compression on the Workspace and hfm site levels: 

Workspace > Navigate to Path: C:\Windows\System32\Inetsrv\ 
Run the command: Appcmd.exe set config "Default Web Site/workspace" -section:urlCompression -doStaticCompression:true -doDynamicCompression:true 

 
  

HFM > Navigate to Path: C:\Windows\System32\Inetsrv\,  
Run the command: Appcmd.exe set config "Default Web Site/hfm" -section:urlCompression -doStaticCompression:true -doDynamicCompression:true 

 

2. Only static compression is installed by default. Ensure dynamic compression feature is installed via Web Server (IIS) > 

Add Role Services Wizard; for step by step details refer to IIS 7.x documentation. Increase the compression level of static and 

dynamic files. Note: dynamic compression level default value is 0 and for static compression level default value is 7. As 

stated below change the level of compression (in gzip) for dynamic files to 7 and for static files to 9.  

Tip: Run the following command line option to increase GZip Compression Level: 

Navigate to Path: C:\Windows\System32\Inetsrv\ 
Run the command: Appcmd.exe set config -section:httpCompression -[name='gzip'].staticCompressionLevel:9 -[name='gzip'].dynamicCompressionLevel:7 

Important Note: Raise the dynamic compression level above seven only if you need more network bandwidth and have 

sufficient CPU capacity to handle the extra load. 

3. Restart the IIS HTTP Server. 
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b. How to Enable Caching in IIS: 

1. Enable content expiration and set thÌɯÌß×ÐÙÈÛÐÖÕɯÈÍÛÌÙɯÛÖɯÈÛɯÓÌÈÚÛɯɁƗƔɯ#ÈàÚɂȭɯ 

2. Run following commands via command line to configure the expires response header for the following directories (highlighted in bold): 
 

 HFM 

Navigate to Path: C:\Windows\System32\Inetsrv\ 
 
Appcmd.exe set config "Default Web Site/hfm/Common/theme_tadpole/images_global" /section:staticContent /clientCache.cacheControlMode:UseMaxAge /clientCache.cacheControlMaxAge:30.00:00:00 

Appcmd.exe set config "Default Web Site/hfm/Common/theme_tadpole/images_hfm" /section:staticContent /clientCache.cacheControlMode:UseMaxAge /clientCache.cacheControlMaxAge:30.00:00:00 

Appcmd.exe set config "Default Web Site/hfm/Common/theme_tadpole_hc/images_global" /section:staticContent /clientCache.cacheControlMode:UseMaxAge /clientCache.cacheControlMaxAge:30.00:00:00 

Appcmd.exe set config "Default Web Site/hfm/Common/theme_tadpole_hc/images_hfm" /section:staticContent /clientCache.cacheControlMode:UseMaxAge /clientCache.cacheControlMaxAge:30.00:00:00 

Appcmd.exe set config "Default Web Site/hfm/Common/theme_tadpole_hc/images_hfm" /section:staticContent /clientCache.cacheControlMode:UseMaxAge /clientCache.cacheControlMaxAge:30.00:00:00 

Appcmd.exe set config "Default Web Site/hfm/Images" /section:staticContent /clientCache.cacheControlMode:UseMaxAge /clientCache.cacheControlMaxAge:30.00:00:00 

 

 Workspace 

Navigate to Path: C:\Windows\System32\Inetsrv\ 
 
Appcmd.exe set config "Default Web Site/workspace/static/images" /section:staticContent /clientCache.cacheControlMode:UseMaxAge /clientCache.cacheControlMaxAge:30.00:00:00 
 
 
 

 raframework 
 
Navigate to Path: C:\Windows\System32\Inetsrv\ 
 
Appcmd.exe set config "Default Web Site/raframework/img" /section:staticContent /clientCache.cacheControlMode:UseMaxAge /clientCache.cacheControlMaxAge:30.00:00:00 

Appcmd.exe set config "Default Web Site/raframework/images" /section:staticContent /clientCache.cacheControlMode:UseMaxAge /clientCache.cacheControlMaxAge:30.00:00:00 

Appcmd.exe set config "Default Web Site/raframework/wsmedia/art" /section:staticContent /clientCache.cacheControlMode:UseMaxAge /clientCache.cacheControlMaxAge:30.00:00:00 

Appcmd.exe set config "Default Web Site/raframework/wsmedia/images" /section:staticContent /clientCache.cacheControlMode:UseMaxAge /clientCache.cacheControlMaxAge:30.00:00:00 

Appcmd.exe set config "Default Web Site/raframework/wsmedia/publish" /section:staticContent /clientCache.cacheControlMode:UseMaxAge /clientCache.cacheControlMaxAge:30.00:00:00 
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c. Performance Gain Test (IIS 7.0+) 

The test with/without HTTP compression enabled was conducted in internal lab to 

measure the transactions response time / throughput for Workspace / HFM web 

applications. 

Below table summarizes the performance improvement for Workspace / HFM 

transactions over a 1 Mbps bandwidth link for one remote user (ran with multiple 

iterations for 30 minutes). 

 

Below tables shows the total response bytes (by Content-Type) for above 

Workspace/HFM web transactions with and without HTTP compression. 

Content-Type 
Non-Compressed 

(Before) 

Compressed 

(After) 

application/x-javascript:  3,662,585 Bytes 697,108 Bytes 

text/css:  404,492 Bytes 48,609 Bytes 

text/xml: 276,032 Bytes 56,611 Bytes 

text/html: 935,452 Bytes 140,035 Bytes 

image/png: 35,727 Bytes 41,227 Bytes 

text/javascript: 1,130 Bytes 429 Bytes 

image/gif 208,424 Bytes 207,386 Bytes 
 

Note: Testing was done using single HFM web server (IIS 7.5) with an Intel Quad-core 3.4-GHz web server and 8 GB RAM. In 

remote user machine, testing was done using Internet Explorer 7.0 (IE cache was disabled) on Windows XP. 

 

Transaction Name 

Average time 

(in sec) 

Average time 

(in sec) 
% Improvement 

Before 

(NonCompressed) 

After 

(Compressed) 

Workspace Logon page 58 26 55% 

Workspace Home page 51 30 41% 

HFM_Open_Application 20 13 35% 

HFM_Open_Large_WDEF 42 22 48% 

HFM_Change_POV_Select_Entities 20 11 45% 

HFM_Open_Grid 26 12 54% 

Workspace Log off 8 6 25% 

Total Throughput (bytes) 

(Total generated network traffic) 

5,523,842 1,191,405 78% 

Average Network Delay (ms) 405 401 - 

Packet Loss % 0 0 - 
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2.7 Tune Oracle Database Parameters 
This topic describes how to tune the Oracle Database to optimize the performance of 

your Oracle® EPM System. 

 

2.7.1 Tuning Ɂinit.oraɂ Database Parameters 

The following table provides important Ɂinit.oraɂ parameters to tune for EPM 

products. Consider following these basic recommendations to set the database 

parameters. Ultimately, however, the DBA should monitor on periodic basis the 

database health and tune parameters. 

 

The following table provides information on some important performance-related 

database initialization parameters to tune for Oracle 11g R1 Database (64bit): 

 
Products (in an Oracle Instance) Database Parameter 

 

Shared Services, Reporting and 

Analysis, Financial Management 

(HFM), EAS, HPCM, Performance 

Scorecard, Planning. 

 

PROCESSES=1500 

- whatever is needed to support the expected number of 

applications and application servers. Important Note: Further 

increase this value to 2500, if you have large deployment with 

many managed servers running e.g. 22 or 27. 

 

Set OPEN_CURSORS=7000  

- the default value for this parameter is too small for systems 

such as WebLogic Server / HFM. 

- It is important to set the value of OPEN_CURSORS high 

enough to prevent system from running out of open cursors. 

- Note: assuming that a session does not open the number of 

cursors specified by OPEN_CURSORS, there is no added 

overhead to setting this value higher than actually needed. 

 

Set CURSOR_SHARING=FORCE.  

- changing this parameter to the suggested value will increase 

the performance, and will not impact any data results. 

Important Note: Using the default setting (i.e. EXACT) under 

high HFM users load can lead to high levels of unnecessary 

parsing of SQL statements on the database side, which in turn 

causes a substantial degradation in performance for HFM. 

 

Set SESSION_CACHED_CURSORS parameter.  

- the default value is 50. To evaluate the accuracy of the value, 

set to 50 and then evaluate if this is enough. (ÍɯÐÛɀÚɯÕÖÛɯÌÕÖÜÎÏɯ

then increase to 100. 

 

Set OPTIMIZER_INDEX_COST_ADJ to 50 

- setting of 50 makes the index access path look half as 

expensive as normal. 
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Financial Data Quality 

Management (FDM) 

 

DBA must read and follow the tuning instructions included in 

the FDM DBA Guide . Failure to tune the database per the 

FDM DBA Guide will result in poor performance.  

 

Important Note: The FDM DBA Guide is available on the 

Oracle Technology Network. 

 

Important Note: Above are the some good minimum values for Oracle Database instance 

parameters, during load testing process, adjust as needed. For more information on tuning 

the Oracle database, see the Oracle Database Performance Tuning Guide.  
 

Important Note: It is highly recommended to read the section Ɂ/ÙÌ×ÈÙÐÕÎɯÈɯ#ÈÛÈÉÈÚÌɂɯ

in Oracle Hyperion Enterprise Performance Management System Installation Start Here 

Guide. 

 

2.7.2  Periodic Database Monitoring 

DBA to perform database monitoring and tuning on a periodic basis to ensure that 

you get the best performance from your EPM applications. It is recommended that 

DBA should further tune the Oracle parameters using following utilities and 

commands available to perform this task: 

 

 an Automatic Work Repository (AWR) report covering a sufficiently long 

period of heavy user activity. 

 

 an Automatic Database Diagnostic Monitor (ADDM) report that analyzes 

the data within the AWR report. 

 

 an Active Session History (ASH) report. 

 

 operating system Performance Monitor logs which monitor sufficient 

memory and CPU objects to adequately review server performance. 
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2.8 Tune Reporting And Analysis Framework (RAF) Services 
This topic describes how to tune the Reporting And Analysis Framework Services 

(a.k.a. Workspace Service) to optimize the performance of your Oracle® EPM 

System. 

 

2.8.1 Tune RAF Properties 

Parameter Default Value Suggested Value 

-Dmax_db_pool_size 

Increase the DB connection pool for repository metadata 

connections 

Tip: 3Öɯ ÊÏÈÕÎÌɯ ÛÏÌɯ ÝÈÓÜÌɯ ÛÖɯ ƕƔƔȮɯ ÍÖÙɯ ÌßÈÔ×ÓÌȮɯ ÈËËɯ Ɂ-

#ÔÈßɍËÉɍ×ÖÖÓɍÚÐáÌǻƕƔƔɂɯÛÖɯÛÏÌɯÓÐÚÛɯÖÍɯ) 5 ɍ./32ɯÍÖÙɯÛhe 

Reporting and Analysis Framework Properties. Note that 

increasing this value increases the amount of memory that 

the RAF Service uses, regardless of whether the connections 

in the pool are used.  

50 100 

Reporting And Analysis Java Heap size Xms (MB) = 128 

Xmx (MB) = 750 

Xms (MB) = 1024 

Xmx (MB) = 1024 

 

Tip: To apply above settings, in EPM Workspace you need to Select Navigate, then 

Administer, then Reporting and Analysis, and then Services. Right-click the 

Reporting and Analysis Framework service and select Properties. Modify the 

desired properties as per screenshot below and then click OK. 
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2.8.2 Tune Max Connections 

Tune maximum number of connections allowed for RAF services. When increasing 

the maximum connections consider the memory allocation for the connections you 

allow. You must increase the maximum number of file descriptors on some systems, 

such as UNIX.  

Important Note: The maximum connection to each service agent is 100 by default. 

Under load, this value may not be sufficient. Use the below suggested settings as a 

starting point, and then, after careful testing, adjust as needed 

Parameter Default Value Suggested Value 

Service Broker 100 500 

Job Service 100 500 

Event Service 100 500 

Repository 100 500 

 

Tip: To apply above settings, in EPM Workspace you need to Select Navigate, then 

Administer, then Reporting and Analysis, and then Services. Right-click the 

Reporting and Analysis Framework service and select Properties. Increase the Max 

Connections to Ɂ500ɂ for each service highlighted in screenshot below and then click 

OK.      
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3.0 PERFORMANCE MONITORING EPM/BI SYSTEM 
Oracle Fusion Middleware provides a Fusion Middleware Control that can be used 

to monitor all elements of the farm - including deployed applications and Fusion 

Middleware components such as: 

 WebLogic Domain 

 EPM Managed Servers 

 Oracle HTTP Server 

Important Note: See also "Getting Started Using Oracle Enterprise Manager Fusion 

Middleware Control" in Oracle Fusion Middleware Administrator's Guide @ 
http://download.oracle.com/docs/cd/E14571_01/admin.htm 

 

Tip: How to setup Enterprise Manager Fusion Middleware Control to monitor EPM: 

1. Make sure the admin server for the domain is not running. 

2 On the machine where the admin server was setup (typically, this is the 

Foundation Services machine - EPM System Configurator creates the domain and 

the admin server by default on this machine), extend the domain using the 

WebLogic config wizard: 

a. Launch the WebLogic config wizard (from the menu in Windows) or launch from: 

MW_HOME/wlserver_10.3/common/bin/config (config.sh on Unix). 

b. Select Extend an existing WebLogic domain. 

c. Select the domain being used by EPM System. Typically, the default domain is 

created under MW_HOME/user_projects/domains and is called EPMSystem. 

d. Select the Enterprise Manager config template. 

e. Extend the domain with the template. 

f. Ensure that the JRF shared library is enabled for the EPM managed servers. 

g. Start the admin server. Enterprise Manager is now available to monitor the 

domain. You can now login to EM using http://<adminserverhost>:<port>/em and use 

the domain admin userid and password. 

Important Note: Each operating system has its own native tools and utilities that can 

be useful for performance monitoring purposes. Native operating system commands 

enable you to gather and monitor for example CPU utilization %, process memory, 

paging activity, swapping, and other system activity information.  

For details on operating system performance monitoring commands, refer to the 

documentation provided by the operating system vendor. 

http://download.oracle.com/docs/cd/E14571_01/admin.htm
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4.0 TUNING FINANCIAL PM APPLICATIONS 
This chapter includes the following sections that provide a quick start for tuning 

Financial PM applications.   

4.1 Hyperion Financial Management (HFM) 
Performance tuning HFM is a complex and iterative process. For detailed 

information about tuning the HFM, see topic "Tuning Financial Management 

Applications" in HFM tuning guide at 
https://support.oracle.com/oip/faces/secure/km/DocumentDisplay.jspx?id=1083460.1  

 

4.1.1 Database Tuning 

The following housekeeping practices are recommended when using Oracle / SQL 

Server databases with Financial Management: 

 For HFM tables <appname>_DATA_AUDIT, <appname>_TASK_AUDIT and 

HFM_ERRORLOG, it is recommended to implement the following housekeeping 

best practices: 

 Quarterly - Business to review the Audit logs, archive and delete. 

 Half-Yearly - Archive System Messages and truncate table.  
 

Tip: Put alerts in place so that action can be taken if these tables grow beyond the 

recommended number of records (> 500,000). Note large audit tables will have 

severe impact on HFM performance.  

Important Note: For detailed information about tuning the Oracle database for 

HFM, see topic "Tuning Guidelines for Oracle 11g Databases" in HFM tuning guide at 
https://support.oracle.com/oip/faces/secure/km/DocumentDisplay.jspx?id=1083460.1 

 

4.1.2 HFM Performance Analysis on Oracle DB Versus SQL Server DB 

In Oracle internal lab conducted performance tests to analyze the HFM (64bit) 

performance using Oracle 11g database and SQL Server 2008 database. Tests was 

performed to check and compare HFM transactions response time / memory 

utilization when running HFM (64bit) using Oracle 11g database and SQL Server 

2008 R2 database. 

 

4.1.2.1 ɁHsvDataSource.exeɂ process memory analysis 

During the performance tests ÛÏÌɯ ɁHsvDataSource.exeɂ process memory 

consumption was monitored and analyzed against Oracle Provider for OLE DB and 

Microsoft OLE DB Provider for SQL Server.  

 

Under load / soak test, it has been observed that the amount of memory usage for 

ɁHsvDataSource.exeɂ process using Oracle Provider for OLE DB is almost the same as 

using the Microsoft OLE DB Provider for SQL Server (for HFM). There is no indication 

https://support.oracle.com/oip/faces/secure/km/DocumentDisplay.jspx?id=1083460.1
https://support.oracle.com/oip/faces/secure/km/DocumentDisplay.jspx?id=1083460.1
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of memory leak or high memory usage for Ɂ'ÚÝ#ÈÛÈ2ÖÜÙÊÌȭÌßÌɂɯ×ÙÖÊÌÚÚɯwhen 

using Oracle Provider for OLE DB 11.2.0.1. Important Note:  Statement caching is 

disabled by default in Oracle Provider for OLE DB v11.2. Therefore it is NOT recommended 

to change the default StmtCacheSize parameter value because setting it to non-zero may 

result in high memory usage for HFM (Ɂ'ÚÝ#ÈÛÈ2ÖÜÙÊÌȭÌßÌɂ) process. 

Important Note: Also using both database drivers (Oracle Database 11g vs SQL Server 

2008) there is no significant difference in response timings noted for HFM consolidations. 

See below graph that shows HFM (64bit) process memory usage using both database drivers 

and snapshots from HFM logs: 

 
Important Note: Tests ran for almost 13 hours with five iterations consist of large HFM 

consolidations. In above graph Sawtooth pattern is the result of FreeLRU clearing subcubes 

from memory when actual NumCubesInRAM = 30833 > MaxNumCubesInRAM = 30000. This 

'%,ɀÚɯÔÌÔÖÙàɯ×ÙÖÍÐÓÌ captured shows no indication of memory leaks / high memory usage 

using both database drivers (Oracle Database 11g vs SQL Server 2008). 
 
Shows maximum virtual address space used by HFM process (HsvDataSource.exe) using Oracle Provide r OLE DB v11.2: 

 
 
Shows maximum virtual address space used by HFM process (HsvDataSource.exe) using Microsoft SQL Server 2008: 
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Following are the details of the environments used in the performance testing: 

1. One HFM (64bit) application server and separate database server running Oracle 

11g Database (64bit) and SQL Server 2008 R2 Database (64bit). Both HFM 

applications used in testing are identical in terms of metadata, processes, volume 

of data etc. 

2. Hardware specification for servers are identical i.e. Xeon MP CPU 3.66 GHz (4 

processors) with 8 GB of RAM, Window 2008 R2 64bit. 

3. Default DB tuning settings used for SQL Server 2008 R2 Database. Basic Oracle 

ËÈÛÈÉÈÚÌɯ ȹɁÐÕÐÛȭÖÙÈɂȺɯ ×ÈÙÈÔÌÛÌÙÚɯ ÞÌÙÌɯ ÛÜÕÌËȭɯ 2ÌÌ the "Tune Oracle Database 

Parameters" section in this document for more information. 

4. Applied the following HFM application level memory settings in registry: 

HFM Memory Parameters Values set in Registry 

MaxNumDataRecordsInRAM 10000000 

MinDataCacheSizeinMB 1750 

MaxDataCacheSizeInMB 3500 

NumMinutesBeforeCheckingLRU 240 

NumCubesLoadedBeforeCheckingLRU 1000 

 

4.1.4 Basic Design Considerations 

1. If Data Audit feature is not part of business requirements then it is recommended 

to turn off auditing of data. It has been observed degradation in performance for 

HFM application with Data Audit table more than 10GB. 

Tip: To turn off auditing of members, change the EnableDataAudit attribute to N 

for all members in your metadata file. 

2. Rules must always be tested prior to loading in a production environment to 

avoid any pitfalls of poorly designed rules (may cause data explosion from 

rules). So efficient rules are critical for acceptable system performance. 

3. For attaching multiple documents to Data Grid / Process Unit, Oracle recommends 

that you attach no more than three documents to a cell. Each document should be 

smaller than 100K to limit the performance effect on the database. 

Tip: You can set a size limit for document attachments and a maximum number 

of document attachments by user when you create an application. You can set 

the limits in the AppSettings attribute for the application metadata. 

4. Make use of Consolidate All option only under appropriate circumstances. If this 

option is used the system does not skip entities with NODATA, which can have a 

significant impact on consolidation performance. 
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4.2 Hyperion Planning 
This topic describes how to tune the Oracle Hyperion Planning to optimize the 

performance of your Planning applications. 

 

4.2.1 Tuning Planning Application Level Compression 

Planning system is directly accessed via port 8300 (without Workspace) ɬ then use 

following techniques to enable application-level compression otherwise enable OHS 

ÞÌÉɯÚÌÙÝÌÙɯÓÌÝÌÓɯÊÖÔ×ÙÌÚÚÐÖÕɯȹÈÚɯÚÛÈÛÌËɯÐÕɯÚÌÊÛÐÖÕɯɁTune HTTP Server Compression / 

Caching in this documentɂȺȭ 

 

Important Note: Only enable application level compression if opening a data forms 

using a slow network connection is slow. Then you can increase the network bandwidth 

when opening data forms by modifying the web.xml file. This compresses by 

approximately 90% the data stream sent from the Planning server to the client. 

 

Tip: For step by step information on how to enable compression for Planning, see 

Ɂ/ÓÈÕÕÐÕÎɯ ËÔÐÕɯ&ÜÐËÌɂɯpage 346 at  
http://download.oracle.com/docs/cd/E17236_01/epm.1112/hp_admin.pdf 

 

4.2.1.1  ËËɯɁSMARTVIEW_COMPRESSION_THRESHOLDɂɯÚàÚÛÌÔɯ×ÙÖ×ÌÙÛà 

In order to optimize large queries performance for Smart View, the optimal 

compression setting should be determined based on the load testing and set in the 

Planning System Properties accordingly:  

"SMARTVIEW_COMPRESSION_THRESHOLD" 

Important Note: By default the SmartView compression is enabled and the 

compression threshold is set to default value of 64K.  Transmitting 64 Kbytes of data 

over fast network is not noticeable. Reason to set default value to too low so that it 

will not create unnecessary CPU overhead to server side in multi user access (with 

limited server side system resources).  

It is highly recommended to only adjust this to any value based on network speed, 

sufficient system resources (i.e. CPU, memory) and amount of data (forms size) to be 

compressed. 

 

 

http://download.oracle.com/docs/cd/E17236_01/epm.1112/hp_admin.pdf
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4.2.2 Basic Design Considerations 

1. Routinely de-fragment Hyperion Essbase databases.  

 

2. Clear unnecessary/historical data: 

 Create a Historical application i.e. consider moving historical data to separate 

cube to reduce db size in working cube. 

 

3. Clear options when creating or refreshing application databases: If data forms have a 

large number of members, performance may be slow when creating or refreshing 

applications or opening data forms. You can improve performance by clearing 

the Shared Members option in the Manage Database page. 
  

4. Set all Upper Level Members in a Dense Dimension to Dynamic Calc. 

 

5. Assign dimensions as dense or sparse. This can accelerate data retrieval and 

minimize memory and disk space requirements. 

Tip: You can assign dimensions as dense or sparse in: 

a. Performance Management Architect. See the Oracle Hyperion Enterprise 

Performance Management Architect  ËÔÐÕÐÚÛÙÈÛÖÙɀÚɯ&ÜÐËÌ or 

b. Select Administration, then Dimensions, and click Performance Density. 

Update the Density setting. 

 

6. Change the order of dimensions from most to least dense. Optimize performance 

by ordering dimensions according to these guidelines: 

 Make Period and Account dense. 

 Order dense dimensions from the most to least dense. The most dense is 

usually Period, followed by Account. 

 Separate sparse dimensions into aggregating and non-aggregating 

dimensions. Place aggregating dimensions before non-aggregating 

dimensions. Order sparse dimensions from most to least dense. 
 

Tip: Select Administration, then Dimensions, and click Evaluation Order. Select 

the plan type, and move available dimensions to selected dimensions. Select 

dimensions, and click the arrows to set the order. See the Oracle Hyperion 

$ÕÛÌÙ×ÙÐÚÌɯ/ÌÙÍÖÙÔÈÕÊÌɯ,ÈÕÈÎÌÔÌÕÛɯ ÙÊÏÐÛÌÊÛɯ ËÔÐÕÐÚÛÙÈÛÖÙɀÚɯ&ÜÐËÌȭ 

 

7. Allocate memory for supporting detail cache. You can specify the amount of 

memory for the supporting detail cache. This improves performance when users 

change the planning unit status. To change the default memory allocation for 

supporting detail cache, change the SUPPORTING_DETAIL_CACHE_SIZE 

property. The default is 20.  
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Important Note: If the Supporting Detail Detection Cache reaches 75% or higher, 

the cache size should be increased. The suggested value is 60. 

 

Tip: To set Planning application or system properties: Select Administration, then 

Manage Properties > System / Application Properties. 

 

8. Using Suppress Missing Data can improve performance. Before using this 

feature, it is recommended that you test the impact on performance. 

 

9. Split single larger data forms into multiple smaller data forms with fewer rows 

and columns. Organize data forms in folders. 

 

10. Increasing index and data caches (in Essbase) can give significant performance 

improvement for Planning applications.  

Tip: In Essbase, check cache hit ratios in EAS admin console to see if it makes 

sense to increase caches further. 

 

4.2.3 Tuning Planning Properties Setting  

You can add or change application or system properties via Ɂ ËÔÐÕÐÚÛÙÈÛÐÖÕȮɯÛÏÌÕɯ

,ÈÕÈÎÌɯ/ÙÖ×ÌÙÛÐÌÚɂ 

 The JDBC connection settings are set by default to a minimum of 1 and a 

maximum of 10. The Planning application does not function correctly if you 

lower the maximum JDBC_MAX_CONNECTIONS to less than 2. 

 

Tip: To reconfigure JDBC connection pool parameters, change the minimum and 

maximum property values: 

JDBC_MIN_CONNECTIONS   =   10 

JDBC_MAX_CONNECTIONS =   45  

 

Important Note: Once the connection pool is increased, you may also need to 

increase the number of available connections the database allows. For example, 

you may want to increase the number of processes in the Oracle Database. 
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5.0 TUNING FOUNDATION SERVICES 
This chapter describes how to tune the foundation services to optimize the 

performance of your EPM applications. 

 

5.1 Enterprise Performance Management Workspace 
This topic describes how to tune the Foundation Services to optimize the 

performance of your EPM system. 

 The new Foundation Services Web application consolidates to one JVM and 

includes Shared Services and EPM Workspace web applications. Increase the 

Foundation Services JVM memory settings as stated in section "Tuning Java 

Virtual Machines (JVM)"of this guide. 

 To resolve slow logon to EPM Workspace web, ensure that all integrated 

applications are started or disable integrated applications that are not started, on 

the Workspace Server Settings panel. To access Workspace Server Settings, select 

Navigate, then Administer, and then Workspace Server Settings. See Oracle 

Enterprise Performance Management Workspace Administrator's Guide. 

 

5.2 Enterprise Performance Management Architect (EPMA) 
This topic describes how to tune the following EPM Architect components to 

optimize the performance of your EPM applications. 

 Performance Management Architect Web application (EPMA Web) and Data 

Synchronizer Web application: Increase the JVM memory settings as stated in 

section "Tuning Java Virtual Machines (JVM)" of this guide. 

 

5.2.1 Basic Performance Consideration 

 EPMA creates transactions in the Performance Management Architect database. 

Since the database size can increase over time, you can use the Ɂ3ÙÈÕÚÈÊÛÐÖÕɯ

'ÐÚÛÖÙàɯ/ÜÙÎÌɯ4ÛÐÓÐÛàɂ to remove transactions from the database and reduce the 

database size. For using Ɂ3ÙÈÕÚÈÊÛÐÖÕɯ 'ÐÚÛÖÙàɯ /ÜÙÎÌɯ 4ÛÐÓÐÛàɂɯ ÙÌÍÌÙɯ ÛÖɯ Ɂ$/, ɯ

Administrator Guideɂ on page 111. Tip: Optimize EPMA relational databases size 

by deleting unnecessary transactions greatly improves response time. 

Important Note: Using this utility can generate a large number of native database log 

entries. A large number of these entries can significantly increase the storage used by 

your database. You can use a variety of methods to manage transaction logging space, 

depending on your database type (Oracle, SQL Server). Note: Reclaiming logging space 

is a task that should be performed by a database administrator. 
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5.3 Hyperion Shared Services 
This topic describes how to tune the Shared Services to optimize the performance of 

your EPM system. 

 The new Foundation Services Web application consolidates to one JVM and 

includes these Web applications: Shared Services and EPM Workspace. Increase 

the Foundation Services JVM memory settings as stated in section "Tuning Java 

Virtual Machines (JVM)"of this guide. 

 Use the default log level <WARN> in usual circumstances and <DEBUG> only for 

debugging.  

 Login performance is better when the number of ÕÌÚÛÐÕÎɀÚ within the group 

membership hierarchy is less than 5. Note the performance has improved for the 

native groups in the 11.1.2 release because native groups are now cached along 

with external groups. There are no more extra look-ups to Native Directory for 

the native group membership. 

 Set up a filter to retrieve only the required users. Oracle recommends that you set 

the group URL and tune the group filter to decrease the number of groups that 

Shared Services must parse to build the cache. Doing so improves runtime 

performance significantly. 

 Use native groups, not external groups, to provision external users, and clear the 

ÜÚÌɯÎÙÖÜ×ɀÚɯÖ×ÛÐÖÕɯÖÕɯÛhe groups tab of LDAP/MSAD provider configuration 

panel. 

 Limit the number of users with EPM System access. Always define a User URL 

and set it as deep as possible and also set a user filter, if possible. 

 Consider to fine tune more parameters i.e. MaximumSize, Max Connections, 

settings, Cache Refresh Interval etc during "Configuring User Directories" process 

(for more information refer to Oracle EPM User and Role Security Guide). 

 For the first item in the search order, specify the directory from which the 

greatest number of users logs in. Find an optimal starting point for searches or 

create a custom group hierarchy. 

 

 (Íɯ àÖÜɯ ÚÌÌɯ ÌÙÙÖÙɯ ɁLDAP response read timed out timeout used: ƕƖƔƔƔƔÔÚɂɯin 

SharedServices_SecurityClient.log then lower the default value of this timeout for 

external providers. This can cause Essbase Agent process to hang so lowering this 

timeout value may help to resolve the Essbase agent hang issue. 
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6.0 TUNING ESSBASE 
This chapter includes the following sections that provide a quick start for tuning 

Essbase BSO / ASO applications.   

6.0.1 Increase Essbase Java heap size 

Increase the Java heap size only when during peak periods with a large number of 

concurrent logins, Essbase agent run out of memory / terminate abnormally. 

Tip: How-to increase Java heap size: 

o Stop Essbase Server. 

Since OPMN is used to start Essbase, you need to go to 

MIDDLEWARE_HOME\user_projects/epmsystem1\user_projects\epmsystem1\config\OPMN\opmn, and set 

or update below two minimum and maximum heaps parameters in opmn.xml 

file under tag <process-type id="EssbaseAgent" module-id="ESS">  <environment> 

 
       <variable id="ESS_CSS_JVM_OPTION4" value="-Xms256M"/> 

            <variable id="ESS_CSS_JVM_OPTION5" value="-Xmx1024M"/> 

 

If ESS_CSS_JVM_OPTION4 and ESS_CSS_JVM_OPTION5 is already in use, set this 

value for the next available ESS_CSS_JVM_OPTION. For example: 

ESS_CSS_JVM_OPTION9. 

 
Tip: If you are not using OPMN to start Essbase and use startup script i.e. 

startEssbase.bat | .sh then you need to set above parameters (ESS_CSS_JVM_OPTION) 

in setEssbaseEnv.bat | .sh file. 

 

o Start Essbase Server. 

 

Tip: When tuning the heap size for Essbase, there are two JVM_OPTIONS settings 

available for Essbase - one for the Essbase agent and one for the Essbase applications 

that are using custom-defined functions (CDFs), custom-defined macros (CDMs), 

data mining, triggers or external authentication.  

 

 Above mentioned ESS_CSS_JVM_OPTION setting is used to set the heap size for 

the Essbase agent.  

 ESS_JVM_OPTION setting is used for the application and mainly for CDFs, 

CDMs, data mining, triggers and external authentication. 

 

6.0.2 Add NO_HOSTNAME_LISTCONNECT Configuration Setting  

When using the display session in MaxL statement or EAS sessions console to view 

active login sessions, specifies whether to convert the IP address of the client 

ÊÖÔ×ÜÛÌÙÚɯÛÏÈÛɯÈÙÌɯÓÖÎÎÌËɯÐÕÛÖɯ$ÚÚÉÈÚÌɯÛÖɯÛÏÌɯÊÖÔ×ÜÛÌÙɀÚɯÏÖÚÛÕÈÔÌȭɯ6ÏÌÕɯÚÌÛɯÛÖɯ
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TRUE, IP addresses are not converted to hostnames, which improves the 

performance of the display session MaxL statement. 

Tip: The setting should be NO_HOSTNAME_LISTCONNECT TRUE in the 

essbase.cfg file. 

 

6.1 Essbase ASO Tuning 
This topic describes how to tune the Essbase ASO to optimize the performance of 

your applications. Following are the tuning areas to consider when tuning Essbase 

ASO: 

 Aggregated Views.  

 Essbase CFG Settings. 

 Database level settings. 

 MDX Optimizations. 

 Understanding the Dynamic Calculations Log Messages. 

 

6.1.1 Aggregated Views  

 Perform first time Aggregations. For complete step by step process, see Oracle 

Essbase Database Administrator's Guide. 

Important Note: The default selection of aggregate views proposed by Essbase 

provides excellent performance.   

 

 Fine-Tuning Aggregate View Selection. For complete step by step process, see 

Oracle Essbase Database Administrator's Guide. 

Important Note: The default selection of aggregate views proposed by Essbase 

provides excellent performance. To optimize aggregations for different database 

retrieval situations, such as for generating reports or user queries, you may need 

to repeat the tuning process, creating an aggregation script for each situation, 

refer to Oracle Essbase Database Administrator's Guide. 

 

6.1.2 Essbase.cfg Settings 

Following are the Essbase parameters to consider in Essbase.cfg file, note for more 

information about all of these parameters refer to Oracle Essbase Database 

Administrator's Guide: 

SERVERTHREADS  100 

AGENTTHREADS  25 

Important Note: Use the above settings as a starting point, and then, after careful testing, 

adjust as needed. AGENTTHREADS default value is 5. It is strongly recommended that you 

use this default value if you are running Essbase a 32-bit platform. If your Essbase Server 

computer freezes while running multiple reports at the same time, increase the value of 

SERVERTHREADS by one for each report you run. 
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; NETDELAY   ;It is recommended to use default value (200)* 

; NETRETRYCOUNT  ;It is recommended to use default value (600)* 

Important Note*: It is recommended to set the timeout to default values, which is 2 minutes.  

If need be, the max amount of timeout that is recommended should not be above 5 minutes. 

The reason is because there have been a lot of customers complaining about Essbase 

ɁÏÈÕÎÚɂȭɯ 'ÖÞÌÝÌÙȮɯÛÌÊÏÕÐÊÈÓÓàɯ ÛÏÌÙÌɯ ÐÚɯ ÕÖɯ ÏÈÕÎɯ ÜÕÛÐÓɯ ÛÏÐÚɯ ɁÏÈÕÎɂɯ ÌßÊÌÌËÚɯ ÛÏÌɯ

NetDelay/NetRetryCount settings. Meaning, if timeout is set to 17 minutes, if a customer 

called to report a hang that took 15 minutes, that would not be considered a hang until the 

hang was longer than 17 minutes. 

Tip: How to calculate the timeouts from these settings, i.e. 

NetDelay (200) is in milliseconds so divide by 1000 then multiple by NetRetryCount 

(600) to get timeout in seconds, for example: 

(200/1000) * 600 = 120 seconds (120/60 = 2 minutes) 

 

6.1.3 Database Level Settings 

 Caches 

o Essbase Pending Cache Size: When millions of members, try higher 

values than default, e.g. 256 (on 32 bit) or 1024 Mb (on 64 bit) instead of 

staying with 32 Mb.  

Tip: Monitor the cache hit ratios (should be close to 1) in Essbase 

Administration Console and adjust cache size accordingly. 

 Retrieval Buffer Size 

o Set Retrieval Buffer Size to 50 KB for 32 bit platform and 100 KB for 64 bit 

platform. 

 

o Set Retrieval Sort Buffer Size to 50 KB for 32 bit platform and 100 KB on 64 

bit platform: Essbase requires a larger retrieval sort buffer size on 64-bit 

platforms than on 32-bit platforms.  

Important Note: If you have a high-memory-use installation (Essbase 64bit), 

you can configure higher retrieval buffer values (i.e. 500KB). Caution:  It is 

recommended to start with default values and a test incremental setting on largest 

report tuning is based on. As this setting is per user report request so it may lead to 

wastage of memory and only want to set as much as needed. Also note the retrieval 

buffer is allocated per thread, so the amount of memory needed is the number of server 

threads multiplied by the retrieval buffer size. 

 

6.1.4 MDX Optimizations 

 The NONEMPTYMEMBER property enables MDX in Essbase to query on large 

sets of members while skipping formula execution on non-contributing values 

that contain only #MISSING data. 
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 Non empty behavior can be defined by adding the following directives before a 

formula 

o NONEMPTYMEMBER <memberlist> 

o NONEMPTYTUPLE <tuple> 
Tip: Below link has information about NONEMPTYMEMBER optimization: 
http://download.oracle.com/docs/cd/E12825_01/epm.111/esb_techref/mdx_properties_opt.htm 

Example - Tuning Calculation Using NON EMPTY Behavior 

o The measure [Units] is a loaded value 

o The measure [Avg. Units/Transaction] is calculated using formula  
Á [Avg. Units/Transaction] = [Units]/[Transactions]  

o The value of [Avg. Units/Transaction] is empty if value of [Units] is 

empty. 
 

 
 

 The calculation of [Avg. Units/Transaction] can be skipped if value of [Units] is 

empty. We can add non empty behavior for  [Avg. Units/Transaction] by 

rewriting the formula as 
o [Avg. Units/Transaction] = NONEMPTYMEMBER  [Units] [Units]/[Transactions] 

 The saving obtained from defining non empty behaviors can be very significant. 

Savings increase with the complexity of the formula and sparseness of the data. 

 

6.1.5 Understanding the Dynamic Calculations Log Messages 

 Essbase application log has some informative messages related to dynamic 

calculations that can be helpful in tuning: 

o The following message indicates an error in a formula. Fix the error 

message or drop these members from outline if they are not required. 

Á Error encountered when loading member [<MemberName>]'s calc string 

[<FormulaExpression>], ignored  

o The following message indicates invalid solve order assignment. Assign 

correct solve orders for members indicated in the message. 

Á Invalid formula for member [<A>] (reason: depends on a member [<B>] 

with higher solveorder ) will be ignored during execution 

o The following message indicates that a formula is too complex for Essbase 

to optimize. Rewrite if possible. 

Á Formula for member [% of Total] will be executed in [CELL] mode 

http://download.oracle.com/docs/cd/E12825_01/epm.111/esb_techref/mdx_properties_opt.htm
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o The following message indicates that a formula is complex and Essbase 

ÊÖÜÓËÕɀÛɯËÌÛÌÊÛɯÈɯÕÖÕɯÌÔ×ÛàɯÉÌÏÈÝÐÖÙ for it. 

Á The formula for member [MemberName] is Complex. If possible, add a 

non-empty directive to optimize for sparse data 

6.2 Essbase BSO Tuning 
This topic describes how to tune the Essbase BSO to optimize the performance of 

your applications. Following are the tuning areas to consider when tuning Essbase 

BSO: 

 Outline. 

 Database Settings. 

 Calculation Commands (used in calc scripts or business rules). 

 Essbase CFG Settings. 

 Fragmentation. 

 

6.2.1 Outline 

(Note: for details, refer to Oracle Essbase Database Administrator's Guide) 

 Determine best dimensions for sparse/dense configuration.  Typically, found to 

be Accounts and Period.  Data distribution is the driving force with this 

determination. 

 Determine best dimension order: 

o general rule of thumb for any Essbase app is to start in hour-glass order 

(dense dims most to least which is typically Account then Period. Sparse 

dims least to most. Typically based on total number of stored members). 

o general rule of thumb for any Planning app is to start in agg dims most to 

least then non-agg dims most to least (sparse dims only so assuming 

Accounts and Periods are only dense dimension). 
  

6.2.2 Database Settings  

(Note: refer to Oracle Essbase Database Administrator's Guide) 

 Retrieval Buffer Size 

o Set Retrieval Buffer Size to 50 KB for 32 bit platform and 100 KB for 64 bit 

platform. 

o Set Retrieval Sort Buffer Size to 50 KB for 32 bit platform and 100 KB on 64 

bit platform: Essbase requires a larger retrieval sort buffer size on 64-bit 

platforms than on 32-bit platforms.  

Important Note: If you have a high-memory-use installation (Essbase 64bit), you 

can configure higher retrieval buffer values (i.e. 500KB). Caution:  It is 

recommended to start with default values and a test  incremental setting on largest 

report tuning is based on. As this setting is per user report request so it may lead to 
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wastage of memory and only want to set as much as needed. Also note the retrieval buffer 

is allocated per thread, so the amount of memory needed is the number of server threads 

multiplied by the retrieval buffer size. 

 Data Cache 

Data Cache holds uncompressed blocks that are "small" blocks, meaning the 

ÉÓÖÊÒÚɯÖÕɯËÐÚÒɯÐȭÌȭɯɁÌß×ÈÕËÌËɯÉÓÖÊÒÚɂȭɯɯ3ÏÌɯÌß×ÈÕËÌËɯÉÓÖÊÒɯÐÚɯÛÏÌɯɆÜÕÊÖÔ×ÙÌÚÚÌËɯ

block" from disk and does not include dynamically calculated cells. 

o For Buffered IO, at the time a block is read into Essbase memory, the block 

is immediately uncompressed, or expanded, and put into the Data Cache. 

o For Direct IO, at the time a block is read into Essbase memory, the block 

remains compressed and put to the Data File Cache which will later be 

uncompressed and put to the Data Cache. 

Sizing Data Cache should be done based on the expanded block size, which can 

be calculated from the number of dense cells that are not virtual members i.e. 

Actual Block Size in GetDBStats. See Commit Blocks for another option to size Data 

Cache. 

 Sizing Data File Cache is virtually the sum of the sizes of the ess*.pag files. 

 Commit Blocks 

For some applications, default implicit commit setting (3,000) is not appropriate 

because compressed block size is so small that transactions are committed too 

often, which produces too much overhead. Given the current state of transaction, 

this function tries to give the caller a hint on better commit threshold for next 

time. 

Commit block adjustment interval is based on a range from 3,000 to 100,000. 

Meaning, commit blocks will not adjust higher than 100,000.  Adjustment 

intervals can happen with any setting if the algorithm determines block size is 

small and commit blocks occurs too often. 

If the data committed by one of the first transactions before this adjustment was 

made is less than 10MB then we try to make it commit at least 10MB.  Our goal is 

each implicit commit to commit at least 10MB of data. If it is less than that we are 

saying no point in committing this early and try to make the commit interval 

larger.  

In general, if the commit interval automatically set larger than 20,000, we should 

look into block density. Poor selection of block density will make too many 

blocks and potentially the reason for more fragmentation. Changing the outline 

to reduce this will be a good idea at that point.  Also, keep a watch on 

compression ratio. If compression ratio it is too low, meaning we are getting way 
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too much compression, it is probably a good indication of way too many 

#MISSING. 

How to determine the data cache size setting given a certain commit blocks 

interval? 

A reasonable estimate would be: 
o data cache = uncompressed block size * commit blocks * number of parallel calc threads 

We need to use the uncompressed block size because data cache holds only 

uncompressed blocks.  If direct IO is used, data file cache caches compressed 

blocks.  

What is the optimal size of commit blocks interval? 

This is hard to generalize and has to be tuned for the particular application and 

data model. Therefore, it can only be arrived at by meticulous testing. In general, 

commit blocks interval has impact on how free space gets managed. When a 

transaction commits, all the old locations of the blocks it updated are marked as 

free space. This means the subsequent transactions can reuse this free space.  

Whether or not this influences performance depends ultimately on: 

o How adjacent free space chunks get coalesced. 

o How sequential the IOs are (the access pattern). 

One suggestion would be to experiment with values from 5,000 ɬ 30,000 (in 

general) and see what gives better performances when the same calc is run again 

and again. Generally higher value will make the initial calc run faster and 

subsequent calcs run slower as fragmentation is introduced.  

Important Note: On some Planning apps where user concurrency is high, then 

the commit block setting should not be set too high in order to avoid locking 

issues. 

 Index Cache - important recommendation to base setting on IND file size and 

not to exceed, which will waste memory.  Or if IND file is much too large min 

20% of IND file. 

 Compression Type - typically in most Essbase apps depending on data type, 

bitmap works best.  Planning apps tend to work better with RLE because of 

forecast data having similar values across time. 

Jan    Feb    Mar 

50      50      50    <---- most likely will compress best under RLE 

10      1000  200  <----- most likely will compress best under bitmap 

 

6.2.3 Calculation Commands (used in calc scripts or business rules) 

(Note: for details, refer to Oracle Essbase Technical Reference Guide) 

 Unary calculations are the fastest 
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 Calc dense members before sparse members 

 Calc only what you have to 

FIX vs IF 

FIX on Sparse, IF on Dense 

" +"ɯ#(,ȹ2ƕȮ2ƖȱȺȰ 

 Minimum number of passes 

CALC DIM(S1); 

CALC DIM(S2); 

CALC DIM(S1,S2); 

Calc commands (in Essbase.cfg and in calc script): 

 SET AGGMISSG ON 

 Specifies whether Essbase consolidates #MISSING values in the database. 

 SET FRMLBOTTOMUP  

 Optimizes the calculation of complex formulas on sparse dimensions in large 

database outlines. Note: Calculation results should always be verified if 

changing the order of calculations. 

 SET LOCKBLOCK 

 Specifies the maximum number of blocks that Essbase can get addressability 

to concurrently when calculating a sparse member formula 

 SET CALCTASKDIMS  

 Specifies the number of sparse dimensions included in the identification of 

tasks for parallel calculation. 

 AGG 

 Performs a limited set of high-speed consolidations 

 SET CACHE 

 Specifies the size of the calculator cache 

 SET CALCPARALLEL (only on Aggregations and currency conversions) 

 Enables parallel calculation in place of the default serial calculation. 

TIP: When testing with parallel threads and task dims, it is recommended to 

look at:            
Calculation task schedule [16656, 9716, 11104, 2776, 1388] 

Empty tasks   [16610, 9641, 11000, 2718, 1359] 

This is important to compare if parallel threads is optimal vs serial mode. 

Also, if any formula converts back to serial mode if parallel thread is set, it is 

recommended to remove parallel thread and just run in serial mode to 

remove the overhead having parallel thread set creates since the calculation 

would run in serial mode anyway. 

 SET MSG 

 During the tuning exercise, it is recommended to use SET MSG SUMMARY 

to capture number of lock blocks that can fit in data cache and if anchor 
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dimension is multiple bitmap or single bitmap based on calc cache settings in 

CFG file.  This helps to tune data cache, lock blocks and calc cache. 

 During production phase, it is recommended to use SET MSG ERROR so not 

to add the extra overhead of logging with this setting once tuning is 

completed. 

6.2.4 Essbase CFG Settings 

Essbase parameters to consider in ɁÌssbase.cfgɂ file, note for more information about 

all of these parameters refer to Oracle Essbase Database Administrator's Guide: 

SERVERTHREADS 100 

AGENTTHREADS       25 
;Important Note: Use the above settings as a starting point, and then, after careful testing, adjust as needed. 

;AGENTTHREADS default value is 5. It is strongly recommended that you use this default value if you are 

;running Essbase a 32-bit platform. If your Essbase Server computer freezes while running multiple reports at the 

;same time, increase the value of SERVERTHREADS by one for each report you run. 

; NETDELAY   ;It is recommended to use default value (200)* 

; NETRETRYCOUNT  ;It is recommended to use default value (600)* 
;Important Note*: It is recommended to set the timeout to default values, which is 2 minutes.  If need be, the 

;max amount of timeout that is recommended should not be above 5 minutes. The reason is because there have 

;been a lot of customers complaining about $ÚÚÉÈÚÌɯɁÏÈÕÎÚɂȭɯ'ÖÞÌÝÌÙȮɯÛÌÊÏÕÐÊÈÓÓàɯÛÏÌÙÌɯÐÚɯÕÖɯÏÈÕÎɯÜÕÛÐÓɯÛÏÐÚɯ

;ɁÏÈÕÎɂɯÌßÊÌÌËÚɯÛÏÌɯNetDelay/NetRetryCount settings. Meaning, if timeout is set to 17 minutes, if a customer 

;called to report a hang that took 15 minutes, that would not be considered a hang until the hang was longer than 

;17 minutes. 

CALCCACHEHIGH   50000000  

;note: Since this is a per thread setting, it is recommended to calculate per formula in Essbase DBAG. 

CALCCACHEDEFAULT  20000000 

CALCCACHELOW   200000 

CALCLOCKBLOCKHIGH  10000 

CALCLOCKBLOCKDEFAULT  2500  
;Default 100 typically is small for dynamic calc formulas in the outline but would recommend to incrementally 

;increase  to see the largest dynamic calc formula is met but also to see if dynamic calc formula ;needs tuning 

;(scope down) if this setting needs to be very high like 50,000. 

CALCLOCKBLOCKLOW   1000 

MULTIPLEBITMAPMEMCHECK  TRUE  
;Most likely will need to set to make sure memory set for calc cache is adhered. 

PARCALCMULTIPLEBITMAPMEMOPT  TRUE  

;Most likely will need to set if using parallel  threads in calc scripts to make sure memory set for calc cache is 

;adhered. 

 

6.2.5 Fragmentation 

 Recommend scheduling a defragmentation process on a regular based. 

Especially on high processing application like planning apps. During tuning 

exercise, run GetDBStats for Average Fragmentation Quotient, which shows 

value as a % from 0 - 100%.  TIP: You should monitor to gage when 

defragmentation process is needed. 
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7.0 TUNING REPORTING AND ANALYSIS 
This chapter includes the following sections that provide a quick start for tuning the 

performance of your reports. 

 

7.1 Financial Reporting 
This topic describes how to tune the Financial Reporting to optimize the 

performance of your reports.  

 

7.1.1 Tune JVM Heap Size 

The following three Financial Reporting server components have been combined 

into one server component: FR Reports server, FR Web Applications server, and FR 

Scheduler server. The Printer server still remains a separate server component.  

Increase the FR Web Applications server JVM memory settings as stated in section 

"Tuning Java Virtual Machines (JVM)"of this guide. 

For tuning Print Server parameters, see ÊÏÈ×ÛÌÙɯɁProperty InformationɂɯÐÕ Oracle 

Financial Reporting Workspace Administrator's Guide. 

 

Tip: Database tuning (Essbase, Hyperion Financial Management and Hyperion 

Planning) will affect report performance. Refer to the appropriate section for each 

product for proper tuning guidelines. 

 

7.2 Web Analysis 
This topic describes how to tune the Web Analysis to optimize the performance of 

your reports. 

7.3.1 Tune JVM Heap Size 

Increase the Web Analysis Web JVM memory settings as stated in section "Tuning 

Java Virtual Machines (JVM)"of this guide. 

 

Improving Web Analysis Studio Responsiveness 

To improve the performance and applet load time of Web Analysis Studio through 

Windows Control Panel, increase the maximum amount of memory allocated to the 

plug-in. 
a. Select Start, then Control Panel, then Java Plug-In to open the Java plug-in console. 

Important Note: If multiple Java Plug-in versions are installed, select the version 

that Web Analysis Studio uses. 

b. Select the Advanced tab, and add these parameters to Java Runtime Parameters: 

 -Xms64m ɬXmx256m ɬXss6m  

 (for information on parameters, see the JRE documentation) 
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